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Abstract

This paper uses a new theoretical framework and administrative data from

France to analyze exchange rate shock transmission in open economies with het-

erogeneous firms. In our framework, a small set of sufficient statistics captures

how firm heterogeneity, and in particular currency invoicing heterogeneity, im-

pacts the propagation of exchange rate shocks into sectoral prices, productivity,

and markups. One moment, the covariance between firm markups and foreign

currency invoicing, summarizes the impact of invoicing heterogeneity. In the

data, we document that this covariance is positive: higher markup firms are sig-

nificantly more likely to invoice in dollars and destination market currencies.

We embed our framework into a three-country, open economy New Keynesian

model, and find that firm heterogeneity leads to quantitatively large productivity

and factor demand movements in export sectors, and amplifies the term of trade
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1 Introduction

Exchange rate movements impact countries’ trade deficits and terms of trade.

This fact is salient to policymakers, as evidenced by frequent accusations of cur-

rency manipulation between trading countries. The currency in which firms

invoice trade contracts is an inconspicuous but crucial determinant of how ex-

change rate shocks affect the real economy (Magee, 1973; Gopinath et al., 2010).

Empirically, large firms are one of the main drivers of international shock trans-

mission (Cravino and Levchenko, 2016; di Giovanni et al., 2018, 2024). These

very firms also account for the overwhelming majority of foreign currency in-

voicing, most importantly dollar invoicing (Amiti et al., 2022; Corsetti et al., 2022).

Does firm heterogeneity modify the international transmission of exchange rate

shocks? Are shocks to the dollar exchange rate special partly because large firms

tend to use dollar prices to export, while small firms tend to use their home cur-

rency? Conventional models in open economy macroeconomics, with a single

sector of homogeneous firms, are not designed to answer these questions.

This paper combines a new theoretical framework with an administrative

dataset from France to analyze firm heterogeneity and exchange rate transmis-

sion in global trade networks. Our model permits firms within a sector to differ

arbitrarily in their currency of invoicing, productivity, markup, pass-through of

marginal costs, and price rigidity. We provide nonparametric formulas for the

responses of sectoral prices, productivity, and markups following a small ex-

change rate shock. These formulas depend on a few sector-specific sufficient

statistics. Notably, the covariance between foreign currency invoicing use and

markups summarizes how currency invoicing heterogeneity impacts sectoral ag-

gregates. This is because the distribution of invoicing determines which firms’

relative prices move after an exchange rate shock, and the distribution of markups

captures how relative price movements change misallocation. Our framework is

flexible enough to capture realistic firm-level heterogeneity and tractable enough

to be embedded in dynamic open economy New Keynesian models or general

equilibrium models with international trade networks.

We measure the importance of invoicing heterogeneity using an administra-

tive dataset covering the universe of French export transactions to destinations

outside the eurozone. France is an ideal case study because the euro is a regional

currency which coexists with the dominant currency, the dollar. This generates

meaningful heterogeneity in invoicing (Figure 1). We document two new facts.

First, there is substantial variation in invoicing currency shares across French ex-

porting sectors. These sectoral currency shares systematically determine which

exchange rate movements are passed through to sectoral prices. Second, within a

sector, firms using foreign currencies tend to charge higher markups. This holds

both at the firm level and at the product-market level. It implies that the main
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Figure 1: Currency composition of French exports in 2018
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Note. The left panel breaks down French exports to countries outside the Eurozone by
currency. The right panel breaks down French exports by currency for each firm size
centile. We sort firms into size bins according to export values, and compute the currency
composition of imports and export for each firm. We report the equal-weighted average
currency shares for each bin.

moment governing the macroeconomic impact of invoicing heterogeneity, the co-

variance between foreign currency invoicing and markups, is positive.

We quantify the importance of firm heterogeneity by embedding our theoret-

ical framework into a canonical open economy New Keynesian model (Galí and

Monacelli, 2005; Gopinath et al., 2020), building on Baqaee et al. (2023a). Our

model differs from the three-equation New Keynesian benchmark in two ways.

First, firm heterogeneity modifies the sectoral Phillips curves due to the inter-

action of strategic complementarities in price setting with nominal rigidities, in-

cluding invoicing. Second, nominal aggregate shocks, in particular exchange rate

shocks, give rise to endogenous dynamics in sectoral productivity. Calibrating

the model nonparametrically to the French data, we find that firm heterogeneity

leads to sizable endogenous productivity dynamics in the export sector due to

nominal exchange rates movements. Fluctuations in sectoral productivity lead

to fluctuations in factor demand. In particular, we find that firm heterogeneity

significantly amplifies movements in labor demand in exporting sectors.
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In our model, exchange rate movements generate dynamics in sectoral pro-

ductivity when markups are heterogeneous and systematically covary with for-

eign currency invoicing. Misallocation arises from markup dispersion because

firms’ marginal products are not equalized. Empirically, low-markup firms in-

voice use their domestic currency to export, while high-markup firms also use

dollars and the destination market currencies. A domestic currency appreciation

will increase the relative prices of low-markup firms, reallocating resources away

from them toward high-markup firms. This decreases misallocation by reducing

dispersion in marginal products.

Currency invoicing heterogeneity also has implications for sectoral inflation

dynamics. Firms’ pricing decisions depend on competitors’ prices through the

price index, as in Kimball (1995). Competitors’ prices may be rigid in differ-

ent currencies, which generates non-trivial interactions between microeconomic

pricing decisions and sectoral aggregates. For example, suppose exporters set-

ting prices in their home currency face more elastic demand than exporters set-

ting prices in the destination market currency. If the home currency appreciates

with respect to the destination market currency, the relative price of exporters

using their home currency increases and consumers substitute away from their

products. This effect is amplified because those firms are precisely the ones fac-

ing more elastic demand. In response, competitors will strategically adjust their

prices by more than if the demand elasticities were the same across firms.

Related literature. This article contributes to four strands of literature: cur-

rency invoicing, exchange rate pass-through, international monetary economics,

and firm heterogeneity in international macroeconomics. The empirical literature

on currency invoicing starts immediately after the fall of the Bretton–Woods sys-

tem with Grassman (1973) and Page (1981) which document that firms located in

the same country trade using different currencies, and that firms using foreign

currencies tend to be larger. Subsequent work, starting with Goldberg and Tille

(2008), use transaction-level data to confirm these findings and document new

facts about currency invoicing. At the aggregate level, Boz et al. (2022) compile

the currency shares for many countries starting in 1990 and show how currency

shares determine exchange rate pass-through in the cross-section of countries.

Recent work has emphasized that currency choice is an active firm decision re-

flecting inputs’ exposure to currency risk, competition, and firm size (Amiti et al.,

2022; Corsetti et al., 2022). We contribute to this literature in two ways. First, we

build a framework that can accommodate the rich heterogeneity documented in

the data. We show how firm heterogeneity affects the response of macroeconomic

aggregates to exchange rates. Second, we document that the key moment sum-

marizing the macroeconomic importance of invoicing currency heterogeneity, the

covariance between markups and foreign currency invoicing, is positive.
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The exchange rate pass-through literature begins with Krugman (1987) and

Dornbusch (1987), who show how strategic complementarities can generate pricing-

to-market. Recent empirical work highlights the importance of invoicing as an ad-

ditional source of pricing-to-market (Gopinath et al., 2010; Fitzgerald and Haller,

2013; Chen et al., 2021). In particular, the fact that prices are sticky in their cur-

rency of denomination is robust and holds across countries and datasets (Gopinath

and Itskhoki, 2022). Recently, the literature has explored heterogeneity in pass-

through across firms (Berman et al., 2012; Amiti et al., 2019). We contribute to

this literature by providing sufficient statistics capturing how each dimension of

firm heterogeneity contributes to exchange rate pass-through. Our framework is

related to that of Amiti et al. (2019), who show how heterogeneous marginal cost

shocks pass-through to sectoral prices in a wide class of oligopolistic models with

flexible prices. Their work differs from ours in that we study the propagation of

a common exchange rate shock in the presence of nominal rigidities and hetero-

geneous invoicing. We show that, away from the flexible price limit, common

exchange rate shocks are incompletely passed-through to sectoral prices.

The literature on international monetary economics has typically examined

settings where firms homogeneously conduct producer currency pricing (Fried-

man, 1953), local currency pricing (Devereux and Engel, 2003), or dominant cur-

rency pricing (Gopinath et al., 2020; Egorov and Mukhin, 2023). The importance

of the invoicing currency assumption was first pointed out by Magee (1973), and

literature has shown that monetary policy has drastically different implications

depending on the currency in which prices are sticky. Our work contributes to

this literature by providing a framework to analyze the implications of arbitrary

invoicing paradigms, including variation in currencies used at the firm-level.

Importantly, we show theoretically and empirically that country-level currency

shares do not characterize the transmission of exchange rate shocks. This is be-

cause there variation in currency invoicing within country across sectors, and

within sector across firms.

Finally, this article is related to the growing literature on the implications of

firm heterogeneity for monetary policy (Cravino, 2017; Meier and Reinelt, 2022;

Baqaee et al., 2023a). We build on the work of Baqaee et al. (2023a), who demon-

strate that in the presence of firm heterogeneity, a monetary tightening reallocates

resources from high markup firms to low markup firms, increasing misallocation

and flattening the Phillips curve. Our work extends theirs to open economy

settings, where invoicing plays a key role in shaping price rigidities. Cravino

(2017) shows that when currency use is heterogeneous across firms, exchange

rate shocks impact misallocation. Unlike the other papers mentioned above, he

models an open economy and allows for parametric heterogeneity in invoicing,

markups, and pass-through. Our analysis differs in two important ways. First,

we show how invoicing heterogeneity impacts not only allocative efficiency but
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also prices and markups. Second, we provide closed form nonparametric for-

mulas that isolate the effect of each dimension of firm heterogeneity on sectoral

aggregates.

Outline. The paper is organized as follows. In Section 2, we introduce a partial

equilibrium framework to study how firm heterogeneity impacts exchange rate

transmission to sectoral aggregates. In Section 3 we describe our dataset and doc-

ument the importance of invoicing heterogeneity across sectors and across firms.

In Section 4 we embed our framework into a dynamic open economy New Keyne-

sian model, which we calibrate to the French data in Section 5. Section 6 presents

and discusses the quantitative results of the model, and Section 7 concludes.

2 Conceptual framework

In this section, we introduce a tractable partial equilibrium framework to analyze

firm heterogeneity in open economies with invoicing. Our framework builds

on Baqaee et al. (2023a), which we extend to open economies. We consider an

initial flexible price equilibrium and study local changes in sectoral aggregates

following an exchange rate shock. In our model, changes in exchange rates are

not neutral due to nominal rigidities.

2.1 Initial flexible price equilibrium

We now describe the flexible price equilibrium. We first define production and

the three sectoral aggregates we study: prices, markups, and productivity. We

then define firms’ pricing strategies.

Production. We focus on a single sector j producing a sectoral good in the

domestic country and exporting it to a destination country. The sectoral good

combines differentiated goods i ∈ [0, 1] using homothetic direct implicit addi-

tive (HDIA) technology, following Matsuyama and Ushchev (2017). Formally, the

quantity of aggregate good produced Yj is implicitly defined by

∫ 1

0
Φi

(
yi

Yj

)
di = 1, (1)

where Φi is a good-specific function assumed to be increasing and strictly con-

cave. This specification nests most aggregation systems used in international

macroeconomics, including constant elasticity of substitution demand (Φi(y) =

y
σ−1

σ ) and Kimball (1995) systems (Φi = Φ).

Cost minimization by the sectoral aggregator implies that the residual demand
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for each variety is

pi

Pj
= Φ′

i

(
yi

Yj

)
, (2)

where Pj is a price aggregator defined below. All prices are expressed in the

destination currency. From Equation (2), the price elasticity of demand for differ-

entiated good i ∈ [0, 1] is

σi

(
yi

Yj

)
= −

Φ′
i

(
yi
Yj

)
Φ′′

i

(
yi
Yj

)
yi
Yj

. (3)

The demand elasticity depends on residual demand, and its curvature is al-

lowed to vary across differentiated goods. As shown by Baqaee et al. (2023a),

allowing for these two sources of variation is crucial to match the level of cross-

sectional heterogeneity in pass-through rates documented by Berman et al. (2012)

and Amiti et al. (2019).

Each differentiated good i ∈ [0, 1] is produced by an intermediate firm. In-

termediates firms share the same constant returns technology Fj up to a Hicks-

neutral productivity shifter Ai. We define the sectoral marginal cost as

Mj = min
xj1,...,xjK

K

∑
k=1

mjkxjk s.t. Fj(xj1, . . . , xjK) = 1,

where xj1, . . . , xjK are inputs used for production and mj1, . . . , mjK the respective

prices for the inputs, expressed in the destination currency. The marginal cost of

the firm producing good i is thus Mi = Mj/Ai.

Sectoral aggregation. We study three sectoral aggregates: prices, markups,

and productivity. The ideal price index Pj is the unit cost of the sectoral good

Pj = min
{yi}

∫ 1

0
yi pidi, s.t.

∫ 1

0
Φi

(
yi

Yj

)
di = 1. (4)

To the first order, changes in the ideal price index coincide with changes in the

producer price index measured by statistical agencies. We focus on this price

aggregate because a large body of empirical work has studied exchange rate pass-

through into the producer price index. Although this distinction is unimportant

to this work, the ideal price index differs from the aggregator Pj that appears in

the residual demand Equation (2) and is defined by

Pj =
Pj∫ 1

0 Φ′
i

(
yi
Yj

)
yi
Yj

di
. (5)
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Turning to sectoral markups, we follow Baqaee and Farhi (2019) and define

µj =

(∫ 1

0

λi

µi
di
)−1

, (6)

where λj = piyi/PjYj is the sales share of firm i.
Finally, sectoral productivity is

Aj =
µj Mj

Pj
. (7)

Letting Xjk be the total quantity of input k purchased by firms in the sector, we

can equivalently define productivity from

Yj = AjFj(Xj1, . . . , XjK). (8)

This shows that production aggregates well in our economy, provided we keep

track of the endogenous sectoral productivity Aj. Defining sectoral productivity

as in Equation (7) is important when there are input-output linkages. Indeed, in

an inefficient economy with input-output linkages, productivity measures such

as output per hour or the Solow residual can detect changes in efficiency even

when the underlying allocation does not change. Equation (7) defines a corrected

Solow residual that correctly captures sectoral allocative efficiency (Baqaee and

Farhi, 2019).

Pricing. Differentiated goods producers set prices monopolistically, which gives

rise to the familiar Lerner formula for the desired price in the destination currency

p̃i

(
yi

Yj

)
= µ̃i

(
yi

Yj

)
×

Mj

Ai
, with µ̃i

(
yi

Yj

)
=

σi(yi/Yj)

σi(yi/Yj)− 1
.

We denote the desired price and markup with a tilde to emphasize that they are

set flexibly, without any nominal rigidity.

An important component of our model is the desired pass-through rate ρi,

defined as the elasticity of desired prices to a change in marginal cost

ρi =
d log p̃i

d log Mi
.

Desired pass-through reflects both changes in costs and changes in desired markups.

Given that markups are a function of demand elasticities, this adjustment is con-

trolled by the superelasticity of demand.

Flexible price equilibrium. Differentiated goods producers set prices to max-

imize profits, taking input prices and residual demand curves as given. The

8



sectoral aggregator minimizes costs, taking differentiated goods’ prices as given.

The initial exchange rate from the domestic currency to the destination currency

is normalized to Ej = 1.

Notation. Given two firm-level variables xi and yi for industry j, we denote

Ey[xi] =

∫ 1
0 xiyidi∫ 1

0 yidi
.

We define other moments in an analogous manner.

2.2 Exchange rate shock and nominal rigidities

We now introduce the exchange rate shock we consider along with the nominal

rigidities generating monetary nonneutrality.

Exchange rate shock. The timing is as follows.

1. At t = 0, the sector is in its flexible price equilibrium.

2. At t = 1
2 , there is a shock to the bilateral exchange between the domestic and

destination countries Ej which also affects the sectoral marginal cost Mj.

3. At t = 1, firms with flexible prices adjust their prices optimally, while firms

with sticky prices see their prices move mechanically with the exchange rate,

depending on the invoicing currency used.

We let ∆ log Ej be the change in exchange rate and given a variable Xj, we define

d log Xj =
∂ log Xj
∂ log Ej

× ∆ log Ej.

It is worth emphasizing that we do not explicitly model how marginal costs

respond to changes in exchange rates. Our results are comparative statics, tak-

ing changes in exchange rates and marginal costs as given. Nevertheless, our

framework is flexible enough that it can easily be embedded in models where

both exchange rates and marginal costs are endogenous. Indeed, in Section 4, we

show how to extend a canonical open economy new Keynesian model to incor-

porate firm heterogeneity.

Nominal rigidities. Following the shock, exchange rates and marginal costs

have changed. As in Calvo (1983), some firms can exogenously adjust their prices

while others cannot. We assume that prices invoiced in the domestic currency

move one for one with the bilateral exchange rate, while prices invoiced in the

destination currency do not move at all. This implies that for a firm unable to

adjust its price

d log pi = ιid log Ej, (9)
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where ιi is an indicator variable taking the value one if prices are invoiced in

the domestic currency (PCP) and zero otherwise (LCP). For expositional conve-

nience, we assume that firms either use the domestic currency or the destination

currency. We will relax this assumption in the general equilibrium model used

for counterfactuals.

We do not restrict the distribution of invoicing currency use, nor do we take

a stance on what generates it. However, we make two critical assumptions. First,

as stated above, prices are sticky in their currency of invoicing. This is in line

with a large body of evidence (Gopinath and Itskhoki, 2022), as well as our own

empirical findings. Second, firms do not change their currency of invoicing fol-

lowing the exchange rate shock. In Section 3.4, we show that this assumption

is strongly supported by the French data: the share of exports invoiced in euros

is very persistent both at firm and market levels. Corsetti et al. (2022) document

similar persistence in invoicing for the United Kingdom, even after the significant

devaluation of the pound sterling which followed the Brexit referendum.1

2.3 Firm-level exchange rate transmission

We now characterize how firms transmit exchange rate shocks. Changes in de-

sired prices reflect changes in marginal cost and desired markups

d log p̃i = d log Mj + d log µ̃i

Note that the change in marginal cost is the same for all firms in the sector. Firms

may want to update their markups because they are now located at a different

point on their residual demand curve. Specifically,

d log µ̃i =
1 − ρi

ρi
(d logPj − d log p̃i).

The term in parentheses captures changes in local competition and the coeffi-

cient (1 − ρi)/ρi reflects the curvature of markups, which may vary across firms.

Combining the two equations and solving for desired prices yields

d log p̃i = ρid log Mj + (1 − ρi)d logPj. (10)

The change in desired price is a weighted average of the change in marginal cost

and changes in local competition, captured by the substitution price index, where

the weight given to each component depends on the desired pass-through ρi.

For firms that cannot update, prices move mechanically depending on the

1Appendix E shows how switching costs provide a microfoundation for invoicing stickiness in a
broad class of endogenous invoicing models.
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currency of invoicing, as described in Equation (9). Therefore, in expectation,

d log pi = δid log p̃i + (1 − δi)ιid log Ej,

where δi is the Calvo price flexibility parameter, which may vary by firm. Substi-

tuting in Equation (10) describing desired price changes yields

d log pi = δiρid log Mj︸ ︷︷ ︸
Marginal cost

+ δi(1 − ρi)d logPj︸ ︷︷ ︸
Strategic complementarities

+ (1 − δi)ιid log Ej︸ ︷︷ ︸
Invoicing

. (11)

This expression summarizes how firms transmit exchange rate shocks. Exchange

rate pass-through at the microeconomic level reflects flexible adjustments due

to changes in costs and strategic complementarities, as well as mechanical ad-

justments due to nominal rigidity and invoicing. Equation (11) also illustrates

how pricing-to-market naturally arises in our model. Indeed, two firms with the

same desired pass-through and price stickiness facing the same shock may ex-

hibit different exchange rate pass-through due to differences in local competition

(Krugman, 1987; Dornbusch, 1987) and invoicing (Gopinath et al., 2010).

2.4 Sectoral prices

We are now ready to characterize the transmission of exchange rates into sectoral

prices. By Shephard’s lemma, the change in the ideal price index is given by the

sales-weighted average of firm-level microeconomic pass-through

d log Pj = Eλj [d log pi].

Of course, since microeconomic exchange rate pass-through depends on the ag-

gregator Pj, this is an equilibrium relationship. Our first result gives the equilib-

rium change in the ideal price index, and generalizes the expressions of (Baqaee,

Farhi and Sangani, 2023a) to open economies with invoicing.

Proposition 1. Exchange rate pass-through to the sectoral ideal price index is

d log Pj = κMd log Mj︸ ︷︷ ︸
Marginal cost

+ κιEλj [(1 − δi)]Eλj [ιi]d log Ej︸ ︷︷ ︸
Aggregate currency shares

+ κι Covλj(1 − δi, ιi)d log Ej︸ ︷︷ ︸
Heterogeneous price stickiness

+ κσ Covλj(1−δj) (ςi, ιi)d log Ej︸ ︷︷ ︸
Real rigidities due to heterogeneous invoicing

,
(12)

where ςi = σi/Eλj [σi] is the scaled demand elasticity. The coefficients κ, which are defined
in the appendix, depend only on Eλj [δi], Eλjδj [ρi], Covλj(ςi, δi), and Covλjδj(ςi, ρi).

Proposition 1 not only gives changes in sectoral prices as a function of the

exchange rate shock and microeconomic fundamentals, but also provides an in-
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terpretable decomposition of exchange rate pass-through. The first term is the

average pass-through due to the common change in marginal cost, and the sec-

ond is the average pass-through due to invoicing. Without firm heterogeneity,

this fully characterizes price changes. In the presence of firm heterogeneity, two

additional terms enter. The third term captures potential correlation between

foreign currency invoicing and price setting rigidities. The fourth term captures

strategic complementarities arising from heterogeneous invoicing.

An implication of Proposition 1 is that given d log Ej and the induced d log Mj,

we can compute aggregate exchange rate pass-through using a small number of

observable first and second moments of microeconomic primitives without need-

ing to observe their full distributions. In this sense, we provide sufficient statistics

to characterize the propogation of exchange rate shocks in open economies. We

now present specific examples to build intuition.

Flexible prices or sticky prices. We first discuss the two limiting cases where

firm heterogeneity is irrelevant for macroeconomic aggregates: fully flexible prices

and fully sticky prices. Outside of these knife-edge cases, firm heterogeneity

modifies price aggregation. First, when prices are fully flexible, meaning δi = 1,

pass-through is complete in the sense that

d log Pj = d log Mj.

In the absence of nominal rigidities, firms are always at their desired price. In-

dividually, each firms passes-through the common cost shock and adjusts its

markup depending on local competition. In aggregate, those two effects exactly

add up to the common cost shock. This is consistent with Amiti et al. (2019), who

show that pass-through is complete when prices are flexible and firms are hit by

the same common shock.

Second, when prices are fully sticky, meaning δi = 0, pass-through only re-

flects the aggregate currency invoicing shares

d log Pj = Eλj [ιi]d log Ej.

This formula captures Magee’s (1973) analysis of the short-run “currency-contract

period,” during which nominal contracts set prices in advance in a given cur-

rency. Different invoicing shares lead to radically different effects of exchange

rate movements. In one extreme, all firms write contracts in their domestic cur-

rency (ιi = 1), and prices move one for one with the exchange rate. In the other

extreme, all firms write contracts in the currency of the export destination (ιi = 0),

and exchange rates do not affect prices.
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Constant elasticity of substitution. Next, we consider the CES case in which

markups are uniform, desired pass through is complete (ρi = 1) and strategic

complementarities are shut down. In this case, we have

d log Pj = Eλj [δi]d log Mj︸ ︷︷ ︸
Marginal cost

+ Eλj [1 − δi]Eλj [ιi]d log Ej︸ ︷︷ ︸
Aggregate currency shares

+Covλj(1 − δi, ιi)d log Ej︸ ︷︷ ︸
Heterogeneous price stickiness

.

Even in this simple example, aggregate invoicing currency shares alone are not

enough to compute aggregate pass-through. The heterogeneous price stickiness

term must be accounted for. The intuition is that when firms using the producer

currency update their prices less frequently than firms using the destination cur-

rency, the invoicing component of ERPT becomes larger. This channel is similar

in spirit to the force emphasized by Carvalho and Nechio (2011), but heterogene-

ity in our setting is within sector rather than across sectors. Heterogeneity in

price stickiness across firms within a sector is neither necessary nor sufficient to

generate heterogeneity across sectors.

Homogeneous price stickiness. Finally, consider the case where price stick-

iness is the same across firms. Proposition 1 then simplfies to

d log Pj = κMd log Mj︸ ︷︷ ︸
Marginal costs

+ κι(1 − δj)Eλj [ιi]d log Ej︸ ︷︷ ︸
Aggregate currency shares

+ κσ Covλj (ςi, ιi)d log Ej︸ ︷︷ ︸
Real rigidities due to heterogeneous invoicing

.

This expression highlights how invoicing heterogeneity also enters through strate-

gic complementarities in pricing. The intuition is that following a home currency

depreciation, relative prices of firms using the home currency will decline. If

those firms also tend to face more elastic demand, consumers will substitute

toward their products relatively more because expenditure switching is propor-

tional to the price-elasticity of demand. Due to the presence of strategic comple-

mentarities, other firms then decrease their prices by more than they would have

in the absence of heterogeneity.

Relation to the literature. Our Proposition 1 relates to Proposition 3 of Amiti

et al. (2019), which characterizes ERPT in a wide class of flexible-price models

while allowing for idiosyncratic exposure to cost shocks. Our results differ in

that we focus on common cost shocks in the presence of price stickiness and

heterogeneous invoicing. Crucially, price stickiness gives rise to new channels

for real and nominal rigidities that reflect heterogeneity in microeconomic primi-

tives. Our results also relate to those of Baqaee et al. (2023a), who study common

marginal cost shocks in closed economies. We extend their results to an open

economy with exchange rate shocks and heterogeneous invoicing.
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2.5 Sectoral productivity

We now describe the effects of exchange rate movements on sectoral productivity.

The idea that exchange rate movements affect allocative efficiency follows from

the classic price theory insight that monopolies distort prices and create misal-

location. Indeed, misallocation increases when exchange rate shocks reallocate

resources from high-markup firms to low-markup firms.

In our model, resource reallocation operates entirely through the expenditure-

switching channel that follows changes in relative prices. Even though the same

exchange rate shock hits all firms, they may update their prices differently due

to heterogeneity in invoicing, pass-through, and price stickiness. This reallocates

resources across firms, impacting sectoral productivity. The following proposition

formalizes this reasoning.

Proposition 2. Changes in sectoral productivity are given by

d log Aj

d log Ej
=
[
θδ Covλj (ςi, δi) + θρ Covλjδj (ςi, ρi)

]
︸ ︷︷ ︸

Price stickiness and pass-through heterogeneity

×
(

d log Mj

d log Ej
− Eλj [(1 − δi)ιi]

)
︸ ︷︷ ︸

Aggregate shock

+ θι Covλj(1−δj) (ςi, ιi)︸ ︷︷ ︸
Invoicing heterogeneity

, (13)

where ςi = σi/Eλj [σi] is the scaled demand elasticity. The coefficients θ, de-
fined in the appendix, depend only on µj, Eλj [δi], Eλjδj [ρi], Covλj(ςi, δi), and
Covλjδj(ςi, ρi).

In Equation (13), we decompose changes in sectoral efficiency. Reallocation is

partly driven by heterogeneity in price stickiness and pass-through. This should

come as no surprise, as it corresponds to Proposition 1 in Baqaee et al. (2023a).

In particular, in the case of domestic production in which the producer and des-

tination countries are the same, our expressions coincide with theirs.

There are also two new effects, which are specific to open economies and are

the focus of this paper. First, invoicing directly modifies the scale of the aggre-

gate shock. This is because, in open economies, prices move mechanically with

the exchange rate of their invoicing currency. These mechanical movements enter

additively with marginal cost in the aggregate shock. Second, there is a new term

which captures the direct effect of invoicing heterogeneity on reallocation. It is

determined by the covariance between invoicing currency and demand elasticity.

In response to an exchange rate depreciation, the firms with prices sticky in the

producer currency will see their relative prices in the destination currency de-

crease. This decrease in relative prices will induce more demand for those firms’

goods, and reallocate resources towards them. If these exporting firms are also

those with low demand elasticities and high markups (Covλj(1−δj) (ςi, ιi) < 0), the
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resource reallocation is toward firms that were inefficiently small in the initial

equilibrium and sectoral productivity increases.

Relation to the literature. Little attention has been paid to the implications

of invoicing for allocative efficiency relative to its implications for pass-through.

One notable exception is Cravino (2017), which shows that invoicing generates

heterogeneous price rigidities that affect allocative efficiency through markups

in a model with parametric variation in markups, pass-through, and invoicing.

This effect is captured in the last term of Equation (13). We add to this work

by providing an analytical decomposition of changes in allocative efficiency that

illustrates the interaction between invoicing, pass-through, and price stickiness

given arbitrary firm-level heterogeneity in those dimensions.

Markups. Changes in aggregate markups obtain from changes in prices and

productivity since µj = Pj Aj/Mj.

Corollary 1. Changes in sectoral markups are given by

d log µj = −(1 − κM)d log Mj + Eλj [(1 − δi)ιi]κιd log Mj

+
[
θρ Covλjδj (ςi, ρi) + θδ Covλj (ςi, δi)

] (
d log Mj − E [(1 − δi)ιi]d log Ej

)
+(κσ + θι)Covλjδj (ςi, ιi)d log Ej.

(14)

This equation describes how firm heterogeneity modifies markup dynamics.

As before, the effects of firm heterogeneity for exchange rate transmission wash-

out in the flexible price limit (δi = 1), where pass-through is complete and sectoral

markups are constant. Equation (14) is in line with recent work by Burstein et al.

(2020), who document that sectoral market structure, including demand elasticity

and pass-through, is a crucial determinant of aggregate markup dynamics. Our

results further suggest that, in the presence of nominal rigidities, exchange rate

shocks lead to different markup dynamics than traditional cost shocks.

Output. Our partial equilibrium model does not pin down the level of output

or changes in the level of output. Nevertheless, we can gain further insight on

the implications of our results using that Yj = AjFj(Xj1, . . . , XjK), where Xjk is the

quantity of input k used by sector j. Log-linearizing it yields

d log Yj = d log Aj + d log Fj(Xj1, . . . , XjK) = d log Aj︸ ︷︷ ︸
Reallocation

+
K

∑
k=1

Ω̃jkd log Xjk︸ ︷︷ ︸
Input usage

,

where Ω̃jk is the share of input k in total variable costs. Changes in output either

reflect changes in input usage or in productivity due to reallocation. The evolu-

tion of input usage depends on factor prices, which are determined in general
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equilibrium. In Section 4, we give an example of general equilibrium structure

that fully pins down the evolution of output.

3 Empirical analysis

In this section, we use detailed firm-level data to validate that there is signifi-

cant variation in pass-through across industries that can be systematically linked

to invoicing currency, and document a systematic association between invoicing

currency and markups. As discussed above, the covariance between foreign cur-

rency invoicing and markups is the main moments that captures the effects of

invoicing heterogeneity on sectoral aggregation.

3.1 Data

Customs data. We use detailed import and export transaction data from the

French customs administration covering 2011 to 2020. The data are aggregated

at the monthly frequency, and each entry corresponds to a unique firm iden-

tifier, destination, product, and invoicing currency when the trading partner is

outside the eurozone. Products are available at the eight-digit level of the com-

bined nomenclature. For each entry, we observe the trade value in euros, the

quantity traded, the quantity unit of measurement, and the transaction weight in

kilograms.

The data are nearly exhaustive for trade with partners outside the eurozone.

When trading within the eurozone, firms only must report import and export in-

formation if their overall trade over the past calendar year exceeds €460,000. We

limit our analysis to outside eurozone trade because invoicing data is not collect-

ing for within-eurozone transactions, and it is likely that nearly all of that trade

would be conducted in euros which limits the role of invoicing heterogeneity.

We refer the reader to Bergounhon et al. (2018) for a detailed description of this

dataset.

Firm characteristics. We take firm characteristics from balance sheet data col-

lected by the French fiscal administration on all French firms. We merge it with

our trade panel using a unique firm administrative identifier. For some very large

firms, the fiscal administration consolidates legal entities into a larger economic

entity. In that case, we use a crosswalk between economic and legal identifiers

provided by the French statistical office to ensure that our dataset is complete.

Appendix B contains a detailed description of the merging procedure, as well as

the exact definitions of variables used.
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3.2 Sectoral exchange rate pass-through

Proposition 1 predicts that exchange rate pass-through (ERPT) to industry prices

should depend on invoicing. To test this implication, we rely on cross-sectional

variation in invoicing across export destinations and industries (Figure 2). We

show that changes in aggregate prices in sector-destinations where contracts are

invoiced in euros tend to reflect the euro exchange rate, while changes in export

prices in sector-destinations where contracts are invoiced in dollars tend to reflect

the dollar exchange rate. To the best of our knowledge, the link between prices

and invoicing at the industry level is novel. We run a standard exchange rate

pass-through regression, as in Gopinath et al. (2020)

∆h log Psdt = αst + αdt + β$
h × ∆h log E$

dt × S$
sdt + β€

h × ∆h log E€
dt × S€

sdt + vhsdt.

(15)

On the left-hand side, the dependent variable ∆h log Psdt is the change between

time t and t − h of the price index of firms in sector s exporting to destina-

tion d. We construct it from the customs data as a trade-weighted average of price

changes at the product and destination level (see Appendix B). On the right-hand

side, αdt is a destination and time fixed effect, αst is a sector and time fixed ef-

fect, E$
dt is the dollar to destination exchange rate, E€

dt is the euro to destination

exchange rate, S$
sdt and S€

sdt denote the corresponding currency shares.

Table 1 shows the results from estimating Equation (15) with different sets of

weights and fixed effects. Column (1) shows that we cannot reject the hypoth-

esis that pass-through of the euro exchange rate is complete over one year at

conventional levels. However, this hides considerable heterogeneity, as shown in

Column (2). Pass-through is only complete when the invoicing share is close to

one. Once we control for dollar invoicing in Column (3), the coefficient on the

euro exchange rate becomes smaller. Instead, we find that pass-through of the

euro exchange rate is complete when the euro share is one and that pass-through

of the dollar exchange rate is sizable the dollar share is one. When both shares

are zero, price indices are unresponsive to either exchange rate.

These results align with our sectoral aggregation theory and demonstrate that

the short-run “currency contract” view of Magee (1973) applies not only across

countries (Gopinath et al., 2020), but also within country across destination and

sector pairs. This has two important implications. First, observing aggregate cur-

rency shares at the level of a country is not sufficient to characterize pass-through

empirically. Indeed, there is significant heterogeneity in currency shares across

industries, as shown in Figure 2. Second, heterogeneity in invoicing shares across

sectors implies that it is important to take input-output linkages into account.

Indeed, the same exchange rate shock will be passed-through differently across

sectors, and will therefore propagate through production linkages differently.
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Figure 2: Invoicing shares across industries
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Note. This figure shows the currency shares of ex-EU exports for two-digit manufacturing
sectors in France. We omit some sectors due to statistical confidentiality requirements.

3.3 Market power and foreign currency invoicing

The above findings reveal substantial pass-through heterogeneity across sectors,

reflecting heterogeneity in sectoral invoicing currency shares. However, our the-

ory predicts a role for within-sector heterogeneity as well. As discussed in Sec-

tion 2 the covariance between foreign currency invoicing and demand elasticities,

is the key statistic that determines the macroeconomic effect of invoicing hetero-

geneity. Given that demand elasticities are a simple monotonic transformation

of markups in our model, we focus on the covariance between foreign currency

invoicing and markups in our empirical exercise. We show below that this covari-

ance is positive: firms that trade in foreign currencies also tend to charge higher

markups, both at the product-market level and at the firm level.

Invoicing and markups at the market level. Our first test leverages the

fact that we observe unit values, a proxy for prices, at a highly disaggregated
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Table 1: Exchange rate pass-through to industry prices

Dependent Variable: ∆ log Psdt
Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
∆ log Edt 0.917 0.550 0.327 0.805 0.547 0.285

(0.048) (0.082) (0.088) (0.074) (0.113) (0.059)
∆ log Edt × Ssdt−4 0.519 0.717 0.713 0.488 0.705 0.629

(0.094) (0.104) (0.099) (0.177) (0.124) (0.132)
∆ log E$

dt × S$
sdt−4 0.399 0.417 0.545 0.521

(0.150) (0.122) (0.132) (0.184)

Fixed-effects
Year-Quarter Yes Yes Yes – Yes Yes Yes –
Destination-Sector Yes Yes Yes Yes Yes Yes Yes Yes
Year-Quarter-Destination – – – Yes – – – Yes

Fit statistics
Destination-Sector 1,791 1,791 1,791 1,791 1,791 1,791 1,791 1,791
Observations 35,115 35,115 35,115 35,115 35,115 35,115 35,115 35,115
R2 0.309 0.310 0.311 0.370 0.345 0.348 0.349 0.492
Within R2 0.044 0.046 0.047 0.002 0.059 0.063 0.066 0.007
Weights Equal Equal Equal Equal Exports Exports Exports Exports

Note. This table reports the results from a linear regression of changes in price indices on exchange
rates and invoicing. Price indices are constructed at the two-digit sector and destination level. Standard
errors are clustered by sector and destination. All specifications also include two lags of the regressors.

level. This allows us to test whether firms that invoice using destination market

or vehicle currencies also charge higher prices. Specifically,

log pℓikt,u = αkt,u + β × ι$ikt,u + γ × log Variable costsit + vℓikt,u, (16)

where i is a firm, k is a product-market defined as an export destination and eight

digit product pair, t is a month, u is a unit of measurement, and ℓ is a currency.

We regress the log unit value pℓikt,u on an indicator ι$ikt,u that takes the value one

if the transaction is invoiced in dollars and zero otherwise. We also include a

product-market and time fixed effect αkt,u to account for market specific varia-

tion, including local demand and supply shocks. Given that high prices could

reflect high markups or low marginal costs, we also control for the firm’s total

variable costs. The coefficient of interest, β, is identified by comparing transac-

tions invoiced in dollars to transactions invoiced in euros, holding fixed the eight

digit product, the destination market, the month, and the unit of measurement.

We report the results in Table 2 for different sets of fixed effects. In all cases,

the coefficient on the dollar invoicing indicator is positive and significant. In

our preferred specification, shown in Column (4), dollar invoicing predicts 16%

higher unit values in a market. This suggests that firms invoicing in dollars

systematically charge higher markups than those that invoice in euros.
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Table 2: Invoicing and markups at the market level

Dependent Variable: log Unit Values
Model: (1) (2) (3) (4)

Variables
Dollar invoicing 0.249 0.236 0.132 0.150

(0.071) (0.074) (0.057) (0.069)
log Costs 0.027 0.015 -0.012 -0.013

(0.012) (0.018) (0.010) (0.012)

Fixed-effects
Destination-CN8-Unit Yes – Yes –
Year-Month Yes – Yes –
Destination-CN8-Unit-Year-Month – Yes – Yes

Fit statistics
Firms 173,345 173,345 173,345 173,345
Observations 25,983,322 25,983,322 25,983,322 25,983,322
R2 0.969 0.985 0.641 0.765
Within R2 0.006 0.005 0.001 0.001
Weights Exports Exports Equal Equal

Note. This table reports the result from a linear regression of log unit values on an indicator
for dollar invoicing and controls. Standard errors are clustered by firm.

Invoicing and markups at the firm level. Our second test provides direct

evidence supporting the fact that high markups and foreign currency invoicing

are positively correlated at the firm level. To measure firm-level markups, we

follow De Loecker and Warzynski (2012). This approach requires additional as-

sumptions on firm production, but provides a direct empirical counterpart to our

theory. We start from the observation that firms’ cost minimization pins down

markups (Hall, 1988). Specifically, assuming that firm can flexiblity adjust a com-

petitively priced input, say materials V, the cost minimization problem implies

that markups are given by

µijt =
θV

ijt

ΩV
ijt

,

where i is a firm, j is a sector, ΩV
ijt is the costs-to-sales ratio, and θV

ijt is the out-

put elasticity with respect to materials. The cost-to-sales ratio can be directly

measured from balance sheet data, but the output elasticity cannot. We assume

that firms within a two-digit sector share the same translog production function

with labor, capital, and materials as inputs. The translog family is flexible and

nests the Cobb–Douglas specification as a special case. Under this assumption,

output elasticities are a function of observable inputs and production function

coefficients, with

θV
ijt = βV

j + βKV
j Kijt + βLV

j Lijt + 2βVV
j Vijt,
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where V denotes material inputs, K capital, and L labor, and βm
j is a production

function coefficient. All inputs are in logarithms. Although production coeffi-

cients are the same for firms within the same sector, input usage differs. There-

fore, variation in markups within a sector reflects both variation in the material

costs-to-sales ratio and variation in output elasticities.

We structurally estimate production function coefficients following De Ridder

et al. (2022), who build on the seminal work of Olley and Pakes (1996), Levin-

sohn and Petrin (2003), and Ackerberg et al. (2015). We bootstrap our production

function estimation procedure to find standard errors for production function co-

efficients. Given the large error bands, we use a simple empirical Bayes shrinkage

estimator to limit the impact of measurement error. We describe our estimation

procedure and results in Appendix C.

Equipped with these estimates of markups at the level of the firm, we measure

to the relationship between them and invoicing currency use. Figure 3 illustrates

our results graphically when firms are indexed by size, and shows a clear positive

association between foreign currency invoicing and markups.

We also regress firm-level markups on the share of exports invoiced in foreign

currencies to measure the relationship without indexing on size

Markupsijt = αjt + β × Non-euro shareijt + vijt.

Here αjt is an industry-time fixed effect, where industry is measured at the 4-

digit level. The coefficient of interest, β, is identified by comparing the markups

of firms within the same industry and year but have different invoicing shares.

We use two different outcomes, markups measured in levels or in logs, and show

the results in Table 3. Consistent with our market-level evidence, we systemati-

cally find a positive correlation between markups and foreign currency invoicing.

The effects are economically significant: a one standard deviation increase in for-

eign currency invoicing (20 percentage points) predicts an increase in markups of

about 11 percentage points.

3.4 Persistence of invoicing

We now show that invoicing is extremely persistent in our data. This provides

support for one our main theoretical assumptions, namely that firms do not up-

date their invoicing decisions following small exchange rate shocks. We estimate

a simple univariate regression

Euro shareikt+h = αh + βh · Euro shareikt + vikt+h,

at the market level and at the firm level for h = 1 and h = 4, where t is a

quarter. We report the results in Table 4. We are interest in the autocorrelation
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Table 3: Invoicing and at the firm level

Dependent Variables: log µ µ
Model: (1) (2) (3) (4)

Variables
Non-euro share 0.059 0.060 0.102 0.102

(0.005) (0.005) (0.010) (0.010)

Fixed-effects
Sector Yes – Yes –
Year Yes – Yes –
Sector-Year – Yes – Yes

Fit statistics
Firms 119,637 119,637 119,637 119,637
Observations 484,479 484,479 484,479 484,479
R2 0.371 0.375 0.483 0.487
Within R2 0.001 0.001 0.001 0.001

Note. This table reports the result from a linear regression of
the share of non-euro exports on markups. The non-euro share
is computed as the fraction of exports to destinations outside
the eurozone denominated in currencies other than the euro.
Markups are estimated through production function estimation,
as described in the text. Standard errors are clustered by firm.

coefficient βh and in the quality of the fit. At the market level, the autocorrelation

is about 0.94 and the R2 greater than 0.85 even for a one year lag. At the firm

level, the autocorrelation is close to 0.75 and the R2 greater than 0.50.

We interpret these results as showing that there is little adjustment in invoic-

ing, especially at the market level. Although there is considerable evidence that

currency invoicing is an endogenous decision, at any point in time, the current in-

voicing distribution is an excellent predictor of the future invoicing distribution.

This is in line with the considerable invoicing persistence previously documented

by Amiti et al. (2022) and Corsetti et al. (2022).
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Figure 3: Binned scatterplot of markups and foreign currency invoicing

Note. This figure shows the aggregate markup and average non-euro share of exports
from 2011 to 2020. We sort firms into size bins according to export values. For each bin,
we compute the total share of exports to destinations outside the eurozone invoiced in
currencies other than the euro, and the harmonic average of firm-level markups weighted
by export shares. Firm-level markups are computed using production function estimation
as described in the text. The size of the points is proportional to the export share to
destinations outside the eurozone.

Table 4: Invoicing stickiness

Dependent Variables: Euro sharet+1 Euro sharet+4 Euro sharet+1 Euro sharet+4
Model: (1) (2) (3) (4)

Variables
Euro sharet 0.940 0.937 0.743 0.745

(0.004) (0.004) (0.003) (0.004)

Fit statistics
Observations 9,188,518 4,274,863 1,478,191 995,120
R2 0.882 0.874 0.547 0.547
Level Market Market Firm Firm

Note. This table reports the results from a regression of the future euro share on the current
euro share at the market level and firm level. The euro share is computed as the fraction
of exports to destinations outside the eurozone denominated in euros. Standard errors are
clustered by firms.
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4 Dynamic general equilibrium model

In this section, we embed the partial equilibrium model of Section 2 into a multi-

country, open economy, dynamic general equilibrium setting. We make two im-

portant additions: first, we explicitly model the production network with round-

abount linkages; second, we add international asset trade which endogenously

pins down exchange rates. The dynamics of aggregate variables depend in a

tractable way on microeconomic primitives, which we calibrate to realistic firm-

level distributions.

Our model builds on the classic open economy New Keynesian framework

of Galí and Monacelli (2005) and its extension by Gopinath et al. (2020). As in

those models, competition is monopolistic, prices adjust infrequently, firms use

intermediate inputs, and goods are invoiced in several currencies. However, our

model differs from this classic literature in two important ways. First, building on

recent work by Baqaee et al. (2023a), we introduce firm heterogeneity by allowing

for arbitrary variation in markups and pass-through within a sector. Second,

we allow for an arbitrary distribution of invoicing at the firm level. This lets

our model match the rich invoicing patterns observed in the data (Amiti et al.,

2022; Corsetti et al., 2022), while also nesting the three main paradigms of the

literature, local currency pricing, producer currency pricing, and dominant or

vehicle currency pricing.

4.1 Model setting

The model we present here contains three countries, Cobb–Douglas technology,

and roundabout production. All of our theoretical results extend to settings with

a finite number of countries, constant returns to scale technology, and input-

output linkages. Our framework is therefore flexible enough to nest most quan-

titative models commonly used in international macroeconomics.

Countries. There are three countries indexed by c ∈ {H, D, F}. Country H
represents the eurozone and uses the euro as its currency; country D represents

the United States and uses the dollar; country F represents the rest of the world

and uses a local, unspecified, currency. The role of the dollar as the dominant

currency will be reflected in our calibration, but there is nothing ex-ante different

about country D in our model. We let Ed
c be the price of country c currency in the

currency of country d. For example, an increase in ED
H represents an appreciation

of the euro relative to the dollar.

Households. There is a continuum of households in country c indexed by

h ∈ [0, 1]. These households consume a final good Cct(h), provide a variety of
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labor Lct(h), and set the wage for that variety of labor Wct(h). Per-period utility

is identical for all consumer and all countries, and takes the standard form

U(Cct, Lct) =
C1−γ

ct
1 − γ

− L1+1/ζ
ct

1 + 1/ζ
,

where household dependence is dropped for convenience. Consumption is in

a country-specific final good, described below. Households in c maximize the

discounted sum of utility

Et

[
∑
k≥0

βkU(Cct+k, Lct+k)

]
,

subject to the budget countraint expressed in their domestic currency

PctCct + ∑
d

Ec
dtqcdtBcdt+1 + Et[Mt,t+1Dct+1] = WctLct + Πct + Dct + ∑

d
Ec

dt(1 + idt−1)Bcdt.

Here, PctCct is consumption expenditure, WctLct is labor income, Πct is remitted

profits from domestic firms, and Mt,t+1 is the stochastic discount factor for one-

period ahead nominal payoffs. Households have access to a full set of state-

contingent securities denominated in their domestic currency, and Dct denotes

the time t value of this domestic currency security portfolio. Households can also

trade risk-free bonds denominated in the currency of any country. Bcdt denotes

holdings of the currency d denominated bond, which pays interest rate idt. There

are wedges qcd,t associated with buying foreign currency denominated bonds,

with qcd,t = q−1
dc,t and qcc,t = 1.

Wage rigidities. Households set wages in their country’s currency, and are

subject to wage rigidities as in Galí (2015). Each period the household may adjust

their wage with probability δw. Given firms’ cost minimizing behavior, described

below, households of type h face the downward sloping labor demand curve

Lct(h) =
(

Wct(h)
Wct

)−ν

Lct,

where ν > 1 is the elasticity of subsitution across labor varieties and Wct is the

aggregate wage.

Production. Each country produces and exports destination-specific sectoral

goods. These sectoral goods are then combined into one country-specific final

good with constant elasticity of substitution σ. The final good is used both for

consumption by local households and for production by local firms. Specifically,
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the final good Yd in country d and its price Pd are given by

Yd =

 ∑
j∈J (d)

ωjY
σ−1

σ
j

 σ
σ−1

; Pd =

 ∑
j∈J (d)

ωσ
j P1−σ

j

 1
1−σ

,

where ωj is a taste shifter. We let j = (c, d) be the sector located in country c
selling to destination d and J (d) = {(H, d), (D, d), (F, d)} be the set of sectors

selling to destination d.

Differentiated goods. Sectoral production is as in Section 2. In each sector j,
there is a continuum Θj of differentiated goods producers with measure one. As

in Basu (1995), firms combine labor and intermediate goods with Cobb–Douglas

technology, so that

yi = AiL1−α
i Xα

i ,

where yi is firm output, Xi is intermediate input quantity, Ai is firm productiv-

ity, and Li =
(∫ 1

0 Li(h)
ν−1

ν dh
) ν

ν−1
is labor input. This implies that the sectoral

marginal cost for sector j = (c, d) located in country c and selling to country d is

Mj =
W1−α

c Pα
c

αα(1 − α)1−α
· Ed

c ,

where Wc =
(∫ 1

0 Wc(h)1−νdh
) 1

1−ν
is the aggregate wage. Firm i’s marginal cost

can thus be written as Mi = Mj/Ai.

Price setting. Each differentiated firm is assigned a currency ℓ in which it

invoices. The firm sets prices in currency ℓ to maximize discounted profit flows in

its home currency. In each period, a firm may adjust its price with probability δp,

which is common across firms. The price setting problem for a firm in sector j
located in c and selling to d in currency ℓ is thus

max
p̄ℓit

Et

[
∑
k≥0

Mt,t+k(1 − δp)
kyit+kEc

dt+k

(
Ed
ℓt+k p̄ℓit+k − Mit+k

)]
,

where Mi is the firm’s marginal cost resulting from cost minimization, and the

residual demand curve is identical to Section 2.

Financial markets. Complete markets within each country leads to the typical

Euler equation pricing domestic bonds

β(1 + ict)Et

[(
Cct+1

Cct

)−γ Pct

Pct+1

]
= 1,
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where (1+ ict) = 1/Et[Mt,t+1] is the return on a one-period riskless bond paying

off one unit of domestic currency at time t + 1.

From the internationally traded risk-free bonds, the Backus-Smith condition

between each pair of countries (c, c′) is

Et

[(
Cc,t+1

Cc,t

)−γ Pc,t

Pc,t+1

Ec
c′,t+1

Ec
c′,t

]
= Et

[(
Cc′,t+1

Cc′,t

)−γ Pc′,t

Pc′,t+1

]
qcc′,t.

Where qcc′,t is the wedge associated with holding foreign currency denomi-

nated bonds, or a risk-sharing wedge.

Note that the microfoundation of this risk sharing wedge is not important for

our purposes. For example, they could be microfounded by segmented inter-

national financial markets with limits to arbitrage, as in Jeanne and Rose (2002)

and Gabaix and Maggiori (2015). We only use it to generate variation in the

exchange rate which is exogenous of the other fundamentals in our model.

Monetary policy. The monetary authority in each country c follows a stan-

dard Taylor rule which determines the nominal interest rate

1 + ict = Et

[(
Pct+1

Pct

)ϕπ
](

Yct

Yc

)ϕy

VP
ct .

where VP
t is a monetary policy shock.

Equilibrium. Equilibrium conditions are as follows:

1. Taking
{

Pct, Πct(h), Wct, Lct, idt, Ec
dt

}
as given, households of type h in each

country choose
{

Cct(h), Lct(h), Dct(h), Bcdt(h), Wct(h)
}

to maximize expected

utility, subject to the budget constraints, labor demand curves, and wage

setting rigidities.

2. Taking upstream prices as given, final good aggregators and sectoral com-

posite good aggregators choose inputs to minimize per unit costs.

3. Taking
{

Wct, Pct, Podt, Yodt, Ec
dt

}
as given, intermediate firms in every sector

choose {pit} to maximize discounted future profits, subject to the firm’s

production function, residual demand curve, and price setting rigidities.

4. Final goods markets clear for every country c

Yct =
∫ 1

0
Cct(h)dh + ∑

d

∫
Θcd

Xidi,

labor markets clear for every country c and households type h

∑
d

∫
Θcd

Lit(h)di = Lct(h),

27



and all currency d denominated bonds are in zero net supply

∑
c

Bcdt = 0.

4.2 Three-block log-linear representation

We now analyze the dynamics of the open economy New Keynesian model

around a zero inflation steady state. The log-linearized model has a tractable

three-block representation. It can be calibrated from a small number of simple mi-

croeconomic moments that capture the average levels of markups, pass-through,

and currency use in invoicing, and the heterogeneity in pass-through and invoic-

ing currency use. Detailed derivations are given in Appendix A.

Production block. The first block describes the production side of the model.

From firm profit maximization, we find a Phillips’ curve for each sector j = (c, d)

d log πj,t = βEt[d log πj,t+1] +
θp

µj
Eλj [1 − ρi]d log Aj,t + θpEλj [ρi]d log

Mj,t

Pj,t

+ ∑
ℓ

[
βEλj [ι

ℓ
i ]
(

Et[d log Eℓ
d,t+1 − d log Eℓ

d,t]
)
− Eλj [ι

ℓ
i ]
(

d log Eℓ
d,t − d log Eℓ

d,t−1

)]
,

where θp =
δp

1−δp
(1− β(1− δp)) and Eℓ

jt is the exchange rate from currency ℓ to the

destination country of sector j. Relative to the traditional open economy model,

the Phillips curve is augmented with an invoicing term capturing international

nominal ridigities and a productivity term capturing real rigidities. The dynamics

of productivity are endogenous and tightly linked to exchange rate movements

d log Ajt =
1

κA
d log Ajt−1 +

β

κA
Et[d log Ajt+1] + µjθp Covλj (ςi, ρi)d log

Mjt

Pjt

+ µj ∑
ℓ

[
Covλj

(
ςi, ιℓi

) (
βEt[d log Eℓ

d,t+1 − d log Eℓ
d,t]−

(
d log Eℓ

d,t − d log Eℓ
d,t−1

))]
,

where κA = 1 + β + θp

(
1 + Covλj (ςi, ρi)

)
. As in the static model, changes in

productivity reflect heterogeneity in pass-through and heterogeneity in invoicing.

Household block. The second block is standard and describes the household

side of the model. It consists of an Euler equation for each country

d log Cc,t = Et [d log Cc,t+1]−
1
γ
(d log ic,t + Et[d log πc,t+1]) ,

as well as a wage-setting equation

d log πw
c,t = βEt

[
d log πw

c,t+1
]
− θw

(
d log

Wc,t

Pc,t
− γd log Cc,t −

1
ζ

d log Lc,t

)
,
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where θw = δw
1−δw

1−β(1−δw)
1+ν/ζ .

Closing block. The third block closes the model. Goods and labor markets

clear. Central banks in each country follow a Taylor rule

d log ic,t = ϕπEt[πc,t+1] + ϕyd log Yc,t + d log VP
c,t.

Finally, exchange rate dynamics are pinned down by a risk-sharing condition

between each pair of countries

γd log Cc,t + d log Pc,t + d log VR
cc′,t = γd log Cc′,t + d log Pc′,t + d log Ec

c′,t.

Here, VP and VR are monetary policy and risk-sharing shocks, respectively.

5 Calibration

Sufficient statistics. As described in Section 2, we provide a list of portable

statistics (Nakamura and Steinsson, 2018) that are sufficient to describe firm het-

erogeneity in a wide class of open economy macro models. Table 5 summarizes

these statistics, and the values used in our calibration. In practice, our ability to

allow for distributions of firm-level variables that vary across countries, sectors,

and export markets is limited by available data. Although we think that this vari-

ation is interesting and quantitatively relevant, we abstract away from it in our

calibration. Researchers studying different countries or sectors can easily update

our calibration and use the model to conduct new quantitative exercises.

Table 5: Sufficient statistics

Moment Value

Demand system
Aggregate markup µ 1.13
Pass-through Eλ[ρi] 0.45
Pass-through heterogeneity Covλ(ςi, ρi) 0.26

Invoicing of exports to the US
Euro share Eλ[ι

€
i ] 0.40

Dollar share Eλ[ι
$
i ] 0.60

Euro heterogeneity Covλ(ςi, ι€i ) 0.19
Dollar heterogeneity Covλ(ςi, ι$i ) −0.19

Invoicing of exports to the RoW
Euro share Eλ[ι

€
i ] 0.73

Dollar share Eλ[ι
$
i ] 0.19

Local share Eλ[ι
L
i ] 0.08

Euro heterogeneity Covλ(ςi, ι€i ) 0.14
Dollar heterogeneity Covλ(ςi, ι$i ) −0.10
Local heterogeneity Covλ(ςi, ιL

i ) −0.04
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Demand system. Ideally, we would compute these sufficient statistics directly

from firm-level data. However, while firm sales shares and invoicing are directly

observed, markups and pass-through are not. Instead, we rely on the demand

system calibration of Baqaee et al. (2023b), who use identified moments in pass-

through heterogeneity across firm size from Amiti et al. (2019). Assuming that

firm characteristics vary only as a function of size s ∈ [0, 1], they show that

markups solve the ordinary differential equation

µ′(s)
µ(s)

= (µ(s)− 1)
1 − ρ(s)

ρ(s)
λ′(s)
λ(s)

(17)

up to a boundary condition which can be chosen to match the value of the aggre-

gate markup. We directly use their estimated pass-through distribution ρ, which

is designed to match the empirical estimates of Amiti et al. (2019), and the im-

plied markup distribution µ. We refer the reader to Appendix D for additional

details.

The assumption that pass-through, markups, and invoicing depend only on

firm size is restrictive. However, it has both theoretical and empirical support.

Theoretically, market shares are sufficient statistics for markups and pass-through

in models of oligpolistic competition such as Atkeson and Burstein (2008). Em-

pirically, we find that firm size captures meaningful variation in invoicing and

Burstein et al. (2020) show that market shares covary with markups using similar

data.

Sales shares and invoicing. We estimate the distribution of sales shares and

invoicing by sorting firms into size bins. For each bin, we compute the sales

share of that bin, as well as the currency shares for the euro, the dollar, and local

currencies. We then fit exponential functions to these data, and obtain smooth

functions λ(s) for sales and ιℓ(s) for invoicing in currency ℓ, where s ∈ [0, 1] is

the size bin. Figure 4 shows the calibrated invoicing distributions.
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Figure 4: Calibrated currency invoiced distributions

Euro invoicing to US Dollar invoicing to US Local invoicing to US

Euro invoicing to RoW Dollar invoicing to RoW Local invoicing to RoW

0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00

0.0

0.1

0.2

0.3

−0.050

−0.025

0.000

0.025

0.050

0.0

0.1

0.2

0.3

0.4

0.00

0.25

0.50

0.75

0.4

0.6

0.8

1.0

0.25

0.50

0.75

1.00

Size centile

C
ur

re
nc

y 
sh

ar
e

Note. This figure shows the empirical currency invoicing distribution (dots) and our cali-
brate distribution (solid line). Each dot corresponds to a firm size bin and a year.

Computing the statistics. Having calculated the above distributions, we can

now compute the sufficient statistics shown in Table 5. Invoicing moments are

from the perspective of the eurozone (country H), and are applied to the rest of

the world (country F) so the two are symmetric. We calibrate the aggregate shares

of invoicing currency use in the United States (country D) to match the shares of

US exports invoiced in euros, dollars, and other currencies, but do not allow for

heterogeneity in country D invoicing. This is because the dollar is the dominant

currency, so the invoicing pattern of US exporters likely differs from that of other

countries.

External parameters Table 6 lists the other parameter values of our calibra-

tion. The time period is one quarter. We use standard parameters for the discount

rate, intertemporal elasticity of substitution, elasticity of substitution across labor

varieties, and monetary policy (Galí, 2015). The Frisch elasticity of labor sup-

ply is 0.5, in line with microeconomic estimates (Chetty et al., 2013). The Calvo

price flexibility is 0.4, implying an average price duration of about 10 months.
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This is between the median duration for export prices of 6 months as measured

by Fitzgerald and Haller (2013) and 11 months as measured by Gopinath et al.

(2010). The elasticity of subsitution between domestic and foreign products is 2, in

line with estimates from Feenstra et al. (2018) which finds values ranging from 1

to 4 depending on the industry. We set the Calvo wage flexibility to 0.15, which

implies an average wage duration of about one and a half year. Finally, we cali-

brate the home-bias to produce consumption share of 0.7 on domestic goods, as

in Gopinath et al. (2020). Finally, the intermediates intensity in production is 2/3.

Table 6: External parameters
Parameter Value

Household preferences
Discount rate β 0.99
Intertemporal rate of substitution γ 2
Frisch elasticity of labor supply ζ 0.50
Elasticity of substitution across industry varieties η 2
Elasticity of substitution across labor varieties ν 4

Technology
Intermediates intensity α 2/3

Nominal rigidities
Price flexibility δp 0.40
Wage flexibility δw 0.15

Monetary policy
Output gap targeting ϕy 0.5/4
Inflation targeting ϕπ 1.50

Expenditure shares
Expenditure share on domestic goods λD 0.70

6 Quantitative results

We now use our calibrated dynamic model to quantify the importance of firm

heterogeneity for exchange rate transmission and for dollar monetary policy

spillovers in general equilibrium. To do so, we will compare shock responses

of macroeconomic variables under two scenarios: a scenario with firm hetero-

geneity, as described in Section 5, and a counterfactual scenario without firm

heterogeneity, in which the covariances in Table 5 are set to zero for all countries

and sectors.

6.1 How does firm heterogeneity impact the international

transmission of monetary policy shocks?

The first shock we consider is a 25 basis points monetary tightening in the eu-

rozone (country H), used to simulate a euro appreciation. We compare impulse

responses with and without firm heterogeneity. Figure 5 shows the monetary pol-

icy shock and the responses of interest rate and bilateral exchange rates in coun-
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try H. The presence of firm heterogeneity slightly changes the central bank’s

interest rate path following the shock, and thus results in slightly different ex-

change rate dynamics. However, the differences are small enough that we feel

comfortable comparing the transmission of this exchange rate appreciation un-

der the two scenarios.

Figure 5: Eurozone (country H) exchange rate shock

0 5 10 15 20
0

0.05

0.1

0.15

0.2

0.25
Monetary Policy Shock

0 5 10 15 20
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35
Interest Rate

0 5 10 15 20
-1

-0.8

-0.6

-0.4

-0.2

0
NER from H to F

0 5 10 15 20
-0.8

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0
NER from H to D

With heterogeneity Without heterogeneity

Note. This figure shows impulse responses of country H financial variables following a
25bp monetary policy shock in country H. The heterogeneous firms calibration is de-
scribed in the text. The homogeneous firms calibration uses identical numbers with all
covariances set to zero.

Figure 6 shows the impulse responses of eurozone (country H) variables to

the euro appreciating. The most striking impact of firm heterogeneity is the large

productivity improvements in both export sectors. This is because the key co-

variances Covλ(ς, ι$) and Covλ(ς, ιL) are both negative. The euro appreciation

increases the export prices of small firms, which use the euro, relative to large

firms, which use the dollar and the destination currency. This induces an ex-

penditure switching effect, reallocating resources toward large firms. Since large

firms have low demand elasticities (high markups) and are inefficiently small,

productivity improves in the exporting sectors. When firms are homogeneous,
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there is no reallocation and thus no productivity response.

The appreciation of the euro makes country H euro exports more expensive

compared to other countries’ goods, decreasing total country H exports and

thus factor demand in exporting sectors. The heterogeneous firms case sees a

greater fall in labor supplied to each export sector because the foreign expendi-

ture switching effect is coupled with productivity increases. One could interpret

this as the unemployment effect of currency appreciation being greater with firm

heterogeneity. Alternatively, in a world with frictional labor markets or adjust-

ment costs in factors of production, some of this decrease in factor use would

instead translate into greater decreases in overall production in the presence of

heterogeneity.

Prices are higher with heterogeneity in both sectors because of the strategic

complementarity in price setting. In exports to the rest of the world (country F),

firms setting prices in euros face more elastic demand than firms setting prices

in dollars or in the local currency, so the euro appreciation increases the relative

price of exporters facing more elastic demand. In response, competitors strate-

gically adjust their prices by more than if the demand elasticities were the same

across firms. This effect directly feeds into the term of trade response. Recall

that there is no invoicing heterogeneity for firms in country D – thus there is no

offsetting force in prices for imports in H from D, which is why terms of trade

responses are different in shape and magnitude.
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Figure 6: Impulse responses of Eurozone (country H) bilateral variables
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Note. This figure shows impulse responses of country H variables following a 25bp mon-
etary policy shock in country H. The heterogeneous firms calibration is described in the
text. The homogeneous firms calibration uses identical numbers with all covariances set to
zero. Prices are expressed in the destination market currency.

6.2 Are dollar shocks special because large firms use the

dollar?

We now analyze the implications of firm heterogeneity for dollar shocks. The

dollar is special in part because it is used in bilateral trade, even when neither

trading partner is the United States (Gopinath and Itskhoki, 2022). This implies

that the dollar exchange rate, rather than the bilateral exchange rate, is passed

through to prices (Gopinath et al., 2020; Boz et al., 2022). In addition to this

channel, our model is designed to capture an additional feature of the dollar,
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which is that dollar invoicing is overwhelmingly done by large firms (Figure 1).

Dollar monetary policy. To illustrate the specialness of the dollar, we com-

pare responses in the eurozone (country H) to identical monetary policy tighten-

ing shocks in the US (country D) and in the rest of the world (country F). The US

monetary tightening we think of as a dollar shock, and the RoW tightening as a

local currency shock. Recall that in the calibration, the only difference between

countries is the currency use in trade and the the distributions of invoicing – the

three countries are all the same size. This means that differential responses in the

eurozone can entirely be attributed to differences in invoicing.

Figure 7 shows the impulse responses. In both cases, the euro depreciates

and the term of trade falls relative to the country tightening its monetary policy.

The country F shock induces a slight depreciation of the euro with respect to

dollar, through general equilibrium forces. The country D shock does not induce

a change in the H to F term of trade because the two countries are perfectly

symmetric. Therefore, their responses to the dollar shock exactly offset in their

bilateral exchange rate and terms of trade.

The key difference between the shocks comes in the productivity responses.

When country F tightens its monetary policy, misallocation increaes in the sector

exporting to F. However, when country D tightens its monetary policy, misal-

location increases in both in the sector exporting to D and the sector exporting

to F. This is because while country F currency is only used by firms exporting to

country F, the dollar is used when exporting to both country D and country F.

The response of exports and labor in the eurozone is smaller when the dollar

appreciates than when country F’s currency appreciates. This is because reallo-

cation effects are stronger for dollar shocks, due to the fact that dollar invoicing

is more prevalent. Thus, the impact of expenditure switching is not as large.

These results illustrate how both the aggregate shares of currency use and

invoicing heterogeneity matter. The aggregate shares determine the average inci-

dence of expenditure switching and, through this, movements in term of trade,

total exports, and labor. Currency use across firms determines the productivity

responses, which feeds into factor use and prices. The pervasiveness of dollar

invoicing by large firms in all sectors means that reallocation takes place in all

export sectors in response to a dollar shock, thereby increasing the spillover of

US monetary policy into productivity.
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Figure 7: Comparing monetary policy in the US (country D) to the RoW (country F)
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Note. This figure shows impulse responses for country H variables following a 25bp mone-
tary policy shock in either country F or country D. The first two panels show the monetary
policy shock and interest rate movement in country F and country D.

Isolating the effect of firm heterogeneity. In Figure 8 we zoom in on the

implications of firm heterogeneity for dollar shocks. As before, we compare im-

pulse responses in the eurozone (country H) to a US monetary tightening under

our baseline calibration and under an alternative calibration that shuts down firm

heterogeneity. As we can see, the impact of this shock is similar to that of the

monetary tightening in country H. Heterogeneity primarily impacts export sec-

tor productivity and factor use. The interesting fact is that, as mentioned above,

the productivity effect is present in sector exporting to country F in addition to

the sector exporting to country D, due to the dominance of the dollar.
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Figure 8: The importance of firm heterogeneity for US monetary policy (country D)
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Note.This figure shows impulse responses to country H variables following a 25bp mon-
etary policy shock in country D. The heterogeneous firms calibration is described in the
text. The homogeneous firms calibration uses identical numbers with all covariances set to
zero. Price variables are expressed in the destination currency.

7 Conclusion

This paper proposes a new framework to analyze the importance of firm het-

erogeneity, particularly currency invoicing heterogeneity, for the transmission of

exchange rate shocks. We provide nonparametric formulas for local changes in

sectoral prices, markups, and productivity, which depend on a small number of

sufficient statistics. Using an administrative dataset from France, we document

the importance of invoicing heterogeneity across and within sector. We then cal-

ibrate our sufficient statistics within three-country New Keynesian model, and
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show that the presence of firm heterogeneity change the effect of exchange rate

shocks on productivity and labor.

Our work could be extended in a number of ways. First, incorporating re-

alistic frictions in labor supply, for example by introducing several types of la-

bor that are imperfectly substitutable, could help characterize the implications

of currency movements for workers in the trade sector. Second, our framework

can be embedded in a quantitative production network model allowing for ad-

ditional input-ouput linkages and cross-sector heterogeneity. Provided that rich

enough data are available, our sufficient statistic calibration approach can easily

be adapted to this application.
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Appendices

A Proofs

A.1 Static model

Proof of Proposition 1. Log-linearizing the definition of the aggregator Pj yields

d logPj = Eλj [ςid log pi] .

Plugging microeconomic exchange rate pass-through, we can solve for the changes in the
aggregator

d logPj =
Eλj [σiδiρi]

Eλj [σiδiρi + σi(1 − δi)]
d log Mj +

Eλj [σi(1 − δi)ιi]

Eλj [σiδiρi + σi(1 − δi)]
d log Ej.

We now show how to rewrite this formula in terms of sufficient statistics. Note that

Eλj [σi(1 − δi)ιi] = Eλj [1 − δi]Eλj [σi]Covλj(1−δj)

(
σi

Eλj [σi]
, ιi

)

+
Eλj [σi(1 − δi)]

Eλj [1 − δj]

(
Eλj [1 − δi]Eλj [ιi] + Covλj(ιi, 1 − δi)

)
.

Therefore

d logPj =
Eλj [σiδiρi]

Eλj [σiδiρi + σi(1 − δi)]
d log Mj +

Eλj
[σi(1−δi)]

Eλj
[1−δj ]

Eλj [σiδiρi + σi(1 − δi)]
× Eλj [1 − δi]Eλj [ιi]d log Ej

+

Eλj
[σi(1−δi)]

Eλj
[1−δj ]

Eλj [σiδiρi + σi(1 − δi)]
× Covλj(ιi, 1 − δi)d log Ej

+
Eλj [1 − δi]Eλj [σi]

Eλj [σiδiρi + σi(1 − δi)]
× Covλj(1−δi)

(
σi

Eλj [σi]
, ιi

)
d log Ej.

Now recall that d log Pj = Eλj [d log pi]. Therefore

d log Pj = Eλj [δiρi]d log Mj + Eλj [δi(1 − ρi)]d logPj + Eλj [(1 − δi)ιi]d log Ej.
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It follows that

d log Pj =

(
Eλj [δiρi] +

Eλj [σiδiρi]Eλj [δi(1 − ρi)]

Eλj [σiδiρi + σi(1 − δi)]

)
d log Mj

+

1 +
Eλj [δi(1 − ρi)]

Eλj
[σi(1−δi)]

Eλj
[1−δj ]

Eλj [σiδiρi + σi(1 − δi)]

 Eλj [1 − δi]Eλj [ιi]d log Ej

+

1 +
Eλj [δi(1 − ρi)]

Eλj
[σi(1−δi)]

Eλj
[1−δj ]

Eλj [σiδiρi + σi(1 − δi)]

Covλj(ιi, 1 − δi)d log Ej

+
Eλj [δi(1 − ρi)]Eλj [1 − δi]Eλj [σi]

Eλj [σiδiρi + σi(1 − δi)]
Covλj(1−δi)

(
σi

Eλj [σi]
, ιi

)
d log Ej.

We can simply define

κM = Eλj [δiρi] +
Eλj [σiδiρi]Eλj [δi(1 − ρi)]

Eλj [σiδiρi + σi(1 − δi)]
,

κι = 1 +
Eλj [δi(1 − ρi)]

Eλj
[σi(1−δi)]

Eλj
[1−δj ]

Eλj [σiδiρi + σi(1 − δi)]
,

κσ =
Eλj [δi(1 − ρi)]Eλj [1 − δi]Eλj [σi]

Eλj [σiδiρi + σi(1 − δi)]
.

Note that κM, κσ ∈ [0, 1] while κι ≥ 1.

Proof of Proposition 2. We have

d log Aj = d log µj + d log Mj − d log Pj = −Eλj

[
µj

µi
d log

λi
µi

]
− Eλj [d log µi] = Covλj

(
−

µj

µi
, d log

λi
µi

)
.

Now note that λi/µi = Mjyi/PjYj. Therefore

d log Aj = Covλj

(
−

µj

µi
, d log

yi
Yj

)
= Covλj

(
−

µj

µi
, d log yi

)
.

The log-linearized residual demand curve writes d log yi/Yj = −σid log pi/Pj. It follows
that

d log Aj = Eλj

[
µj

µi
× σid log

pi
Pj

]
+ Eλj

[
σid log

pi
Pj

]
= Eλj

[
µj(σi − 1)d log

pi
Pj

]

= µj
(
Pj − Pj

)
= µj Covλj

(
σi

Eλj [σi]
, d log pi

)
.
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This completes the proof of the first part of the proposition. For the second part, we use
our results on ERPT, so that

Covλj

(
σi

Eλj [σi]
, d log pi

)
=

Covλj

(
σi

Eλj [σi]
, δiρi

)
+

Eλj [σiδiρi]Covλj

(
σi

Eλj
[σi ]

, δi(1 − ρi)

)
Eλj [σiδiρi + σi(1 − δi)]

d log Mj

+

Eλj [σi(1 − δi)ιi]Covλj

(
σi

Eλj
[σi ]

, δi(1 − ρi)

)
Eλj [σiδiρi + σi(1 − δi)]

+ Covλj

(
σi

Eλj [σi]
, (1 − δi)ιi

)d log Ej.

Focusing on the marginal cost component, note that

Covλj

(
σi

Eλj [σi]
, δiρi

)
= Eλj [δi]

Eλj

[
δi

σi
Eλj

[σi ]
ρi

]
Eλj [δi]

− Eλj [δi]

Eλj

[
δi

σi
Eλj

[σi ]

]
Eλj [δi]

Eλj [δiρi]

Eλj [δi]
+ Eλj [δiρi]

Eλj

[
δi

σi
Eλj

[σi ]

]
Eλj [δi]

− 1


= Eλj [δi]Covλjδj

(
σi

Eλj [σi]
, ρi

)
+ Eλjδj [ρi]Covλj

(
σi

Eλj [σi]
, δi

)
.

Therefore, the first terms in brackets is equal to

Eλj [δi]Eλj [σi(1 − δi)]

Eλj [σiδiρi + σi(1 − δi)]
Covλjδj

(
σi

Eλj [σi]
, ρi

)
+

Eλjδj [ρi]Eλj [σi(1 − δi)] + Eλj [σiδiρi]

Eλj [σiδiρi + σi(1 − δi)]
Covλj

(
σi

Eλi [σi]
, δi

)

=
Eλj [δi]Eλj [σi]Eλj [(1 − δi)]

Eλj [σiδiρi + σi(1 − δi)]
Covλjδj

(
σi

Eλj [σi]
, ρi

)

+
Eλjδj [ρi]Eλj [σi(1 − δi)] + Eλj [σiδiρi]− Eλj [δi]Covλjδj(σi, ρi)

Eλj [σiδiρi + σi(1 − δi)]
Covλj

(
σi

Eλi [σi]
, δi

)

=
Eλj [δi]Eλj [σi]Eλj [1 − δi]

Eλj [σiδiρi + σi(1 − δi)]︸ ︷︷ ︸
θρ/µj

Covλjδj

(
σi

Eλj [σi]
, ρi

)
+

Eλjδj [ρi]Eλj [σi]

Eλj [σiδiρi + σi(1 − δi)]︸ ︷︷ ︸
θδ/µj

Covλj

(
σi

Eλi [σi]
, δi

)
.

We now turn to the exchange rate component. Proceeding similarly

Covλj

(
σi

Eλj [σi]
, (1 − δi)ιi

)
= Eλj [1 − δi]Covλj(1−δj)

(
σi

Eλj [σi]
, ιi

)
− Covλj

(
σi

Eλj [σi]
, δi

)
Eλj(1−δj)

[ιi].
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Therefore, the second brackets write(
Eλj [σi(1 − δi)ιi]

Eλj [σiδiρi + σi(1 − δi)]

(
1 − Eλjδj [ρi]

)
− Eλj(1−δj)

[ιi]

)
Covλj

(
σi

Eλj [σi]
, δi

)

−
Eλj [σi(1 − δi)ιi]Eλj [δi]

Eλj [σiδiρi + σi(1 − δi)]
Covλjδj

(
σi

Eλj [σi]
, ρi

)
+ Eλj [1 − δi]Covλj(1−δj)

(
σi

Eλj [σi]
, ιi

)

=

(
Eλj [σi(1 − δi)]

Eλj [σiδiρi + σi(1 − δi)]
Eλj(1−δj)

[ιi]Eλjδj [1 − ρi]− Eλj(1−δj)
[ιi]

)
Covλj

(
σi

Eλj [σi]
, δi

)

−
Eλj [σi(1 − δi)]

Eλj [σiδiρi + σi(1 − δi)]
Eλj(1−δj)

[ιi]Eλj [δi]Covλjδj

(
σi

Eλj [σi]
, ρi

)

+

(
Eλj [σi]Eλj [(1 − δi)]

Eλj [σiδiρi + σi(1 − δi)]

[
−Eλj [δi]Covλjδj

(
σi

Eλj [σi]
, ρi

)
+ Eλjδj [1 − ρi]Covλj

(
σi

Eλj [σi]
, δi

)]
+ Eλj [1 − δi]

)

× Covλj(1−δj)

(
σi

Eλj [σi]
, ιi

)

= Eλj(1−δj)
[ιi]

(
Eλj [σi(1 − δi)]Eλjδj [1 − ρi] + Eλj [δi]Covλjδj(σi, ρi)

Eλj [σiδiρi + σi(1 − δi)]
− 1

)
Covλj

(
σi

Eλj [σi]
, δi

)

−
Eλj [σi]Eλj [(1 − δi)ιi]Eλj [δi]

Eλj [σiδiρi + σi(1 − δi)]
Covλjδj

(
σi

Eλj [σi]
, ρi

)

+

(
Eλj [σi]Eλj [(1 − δi)]

Eλj [σiδiρi + σi(1 − δi)]

[
−Eλj [δi]Covλjδj

(
σi

Eλj [σi]
, ρi

)
+ Eλjδj [1 − ρi]Covλj

(
σi

Eλj [σi]
, δi

)]
+ Eλj [1 − δi]

)

× Covλj(1−δj)

(
σi

Eλj [σi]
, ιi

)

= −Eλj(1−δj)
[ιi]µ

−1
j θδ Covλj

(
σi

Eλj [σi]
, δi

)
− Eλj(1−δj)

[ιi]µ
−1
j θρ Covλjδj

(
σi

Eλj [σi]
, ρi

)

+
Eλj [(1 − δi)]

Eλj [σiδiρi + σi(1 − δi)]

[
−Eλj [δi]Covλjδj (σi, ρi) + Eλjδj [1 − ρi]Covλj (σi, δi) + Eλj [σiδiρi] + Eλj [σi(1 − δi)]

]
× Covλj(1−δj)

(
σi

Eλj [σi]
, ιi

)

= −
Eλj(1−δj)

[ιi]

µj

[
θδ Covλj

(
σi

Eλj [σi]
, δi

)
+ θρ Covλjδj

(
σi

Eλj [σi]
, ρi

)]
+

θι

µj
Covλj(1−δj)

(
σi

Eλj [σi]
, ιi

)
.

Here, we define

θι = µj ×
Eλj [σi]Eλj [δiρi + (1 − δi)]

Eλj [σiδiρi + σi(1 − δi)]
× Eλj [1 − δi]

= µj ×
Eλj [σi]

(
1 − Eδjλj [1 − ρi]Eλj [δi]

)
Eλj [σiδiρi + σi(1 − δi)]

× Eλj [1 − δi]

Sufficient statistics. We now show that all of the parameters defined above can
be written in terms of the following moments: µ, Eλ[δi], Eδλ[ρi], Eλ[ιi] Covλ(ςi, δi),
Covλδ(ςi, ρi), and Covλ(1−δ)(ςi, ιi). We drop the j indices for simplicity. Note the fol-
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lowing facts:

Eλ[δiρi] = Eδλ[ρi]Eλ[δi]

Eλ[σiδiρi] = Eλδ[σiρi]Eλ[δi] = Covλδ(σi, ρi)Eλ[δi] + Eλδ[ρi]Eλ[σi]Eλ[δi] + Covλ(σi, δi)Eλδ[ρi],

Eλ[δi(1 − ρi)] = Eδλ[1 − ρi]Eλ[δi],

Eλ[σi(1 − δi)] = Covλ(σi, 1 − δi) + Eλ[σi]Eλ[δi].

It follows immediately that

κM = Eδλ[ρi]Eλ[δi] +
(Covλδ(ςi, ρi)Eλ[δi] + Eλδ[ρi]Eλ[δi] + Covλ(ςi, δi)Eλδ[ρi]) Eδλ[1 − ρi]Eλ[δi]

1 − Covλ(ςi, δi)(1 − Eλδ[ρi])− Eλ[δi] (1 − Eλδ[ρi]− Covλδ(ςi, ρi))
,

κι = 1 +
Eδλ[1 − ρi]Eλ[δi]×

(
1 − Covλ(ςi ,δi)

Eλ [1−δi ]

)
1 − Covλ(ςi, δi)(1 − Eλδ[ρi])− Eλ[δi] (1 − Eλδ[ρi]− Covλδ(ςi, ρi))

κσ =
Eδλ[1 − ρi]Eλ[δi]Eλ[1 − δi]

1 − Covλ(ςi, δi)(1 − Eλδ[ρi])− Eλ[δi] (1 − Eλδ[ρi]− Covλδ(ςi, ρi))
.

Given our above result, it is obvious that θρ, θδ, and θι can be written as a function of our
sufficient statistics. The only required change is in the denominator, which is the same
as for the κ coefficients.

A.2 Dynamic model

Proposition 3. The production block describes the evolution of allocative efficiency and prices for
each sector.

d log Ajt =
1

κA
d log d log Ajt−1 +

β

κA
Et[d log Ajt+1] + θp Covλj (ςi, ρi)d log

Mjt

Pjt

− µj ∑
ℓ

[
Covλi

(
ςi, ιℓi

) (
βEt[−d log Ed

ℓt+1 + d log Eℓ
jt]− d log Ed

ℓt−1 + d log Ed
ℓt

)]
(TFP)

d log πjt = βEt[d log πjt+1] +
θp

µj
Eλj [1 − ρi]d log Ajt + θpEλj [ρi]d log

Mjt

Pjt

+ β ∑
ℓ

[
Eλj [ι

ℓ
i ]
(

Et[−d log Ed
ℓt+1 + d log Ed

ℓt]
)
+ Eλj [ι

ℓ
i ]
(

d log Ed
ℓt − d log Ed

ℓt−1

)]
, (PC)

where θp =
δp

1−δp
(1 − β(1 − δp)) and κA = 1 + β + θp

(
1 + Covλj (ςi, ρi)

)
. The household

block describes the evolution of wages and consumption.

d log πwt = βEt [d log πwt+1]− θw

(
d log

Wt

Pt
− γd log Ct −

1
ζ

d log Lt

)
(Wage PC)

d log Ct = Et [d log Ct+1]−
1
γ
(d log it + Et[d log πt+1]) (EE)

(Risk-sharing)
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The final block contains the monetary policy rule and market clearing.

d log it = ϕπEt[πt+1] + ϕyd log Yt + d log Vt (TR)

d log πt = ∑
j

λjd log πjt (Aggregate PC)

d log Ct = ∑
j

λjd log Cjt (Aggregate consumption)

d log Lt = ∑
j

αjd log Ljt (Labor market clearing)

where the λj are the equilibrium expenditure shares of each country on sector j, and the αj are the
equilibrium labor shares of each country on sector j.

Proof of Proposition 3. We only give details for the sectoral Phillips curve and the
endogenous TFP dynamics, as the other equations are standard.

Sectoral Phillips curve. The firm’s first order condition for a firm that sets its
price in currency ℓ is

Et

[
∑
k≥0

(1 − δi)
kEc

dt+kMjtyi

(
p̃ℓitE

d
ℓt

Pjt+k

)(
p̃ℓjtE

d
ℓt+k − µi

(
p̃ℓitE

d
ℓt+k

Pjt+k

)
Mit+k

)]
= 0.

Here, Ed
ℓt is the exchange rate from currency ℓ to the destination currency and Ec

dt is the
exchange rate from the destination currency to the home currency. Log-linearizing this
condition around the zero-inflation deterministic steady state, where exchange rates are
normalized to one, we get

Et

[
∑
k≥0

(1 − δi)
kβk

(
d log p̃ℓit + d log Ed

ℓt+k − d log Mjt+k +
1 − ρi

ρi

(
d log p̃ℓit + d log Ed

ℓt+k − d logPjt+k

))]
= 0.

Rearranging

d log p̃ℓit = (1 − (1 − δi)β)Et

[
∑
k≥0

(1 − δi)
kβk

(
ρid log Mjt+k + (1 − ρi)d logPjt+k − d log Ed

ℓt+k

)]
= (1 − (1 − δi)β)

(
ρid log Mjt + (1 − ρi)d logPjt − d log Ed

ℓt

)
+ (1 − δi)βEtd log p̃ℓit+1.

Now, if the firm is hit by a Calvo shock it targets its new ideal price which is converted to
the destination currency. If it is not, its price stays at its old level in its invoicing currency
and is converted to the destination currency at the new exchange rate. Therefore,

d log pit+1 = δi

(
d log p̃ℓit+1 + ιℓi d log Ed

ℓt+1

)
+ (1 − δi)

(
d log pit + ιℓi d log Ed

ℓt+1 − ιℓi d log Ed
ℓt

)
= δid log p̃ℓit+1 + (1 − δi)d log pit + ιℓi d log Ed

ℓt+1 − (1 − δi)ι
ℓ
i d log Ed

ℓt,

where ιℓi is an indicator for whether the firm invoices in currency ℓ, and Ed
ℓt+1 is the

exchange rate from currency ℓ to the destination currency. Note that the price pit+1 is
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expressed in the destination currency. Rearranging

d log p̃ℓit+1 =
1 − δi

δi
d log πit+1 + d log pit+1 −

1
δi

ιℓi d log Ed
ℓt+1 +

1 − δi
δi

ιℓi d log Ed
ℓt.

where d log πit+1 = d log pit+1 − d log pit. This implies

d log p̃ℓit − (1 − δi)βEt

[
d log p̃ℓit+1

]
+ (1 − (1 − δi)β)d log Ed

ℓt

=
1 − δi

δi
πit −

1
δi

ιid log Ed
ℓt + d log pt +

1 − δi
δi

ιℓi Ed
ℓt−1 + (1 − (1 − δi)β)ιℓi d log Ed

ℓt

− (1 − δi)βEt [d log πit+1] + β(1 − δi)
1
δi

ιℓi Et

[
d log Ed

ℓt+1

]
− β(1 − δi)Et [pit+1]− β(1 − δi)

1 − δi
δi

ιℓi d log Ed
ℓt

=
1 − δi

δi

[
πit − βEt [d log πit+1] + θpd log pt + ιℓi d log Ejt−1 − (1 + β)ιℓi d log Ed

ℓt + ιℓi Et

[
d log Ed

ℓt+1

]]
where θp = δi(1 − (1 − δi)β)/(1 − δi). We can plug this into the recursive formula above,
yielding

d log πit − βd log πit+1 = θp
[
ρi(d log Mjt − d log Pjt) + (1 − ρi)(d logPjt − d log Pjt)

]
+ βιℓi

(
Et[−d log Ed

ℓt+1 + d log Ed
ℓt]
)
+ ιℓi

(
d log Ed

ℓt − d log Ed
ℓt−1

)
.

From now on, we assume that δi = δ is the same for all firms within a sector. Integrating
over firms and summing over invoicing choices, and using the fact that

d log Ajt = µj ×
(
d logPjt − d log Pjt

)
,

we get

d log πjt = βEt[d log πjt+1] +
θp

µj
d log Ajt + θp(Eλj [ρi]d log Mjt + Eλj [1 − ρi]Pjt)

+ ∑
ℓ

[
βEλj [ι

ℓ
i ]
(
−d log Ed

ℓt+1 + d log Ed
ℓt

)
+ Eλj [ι

ℓ
i ]
(

d log Ed
ℓt − d log Ed

ℓt−1

)]
.

Productivity. Recall that d logPjt+1 − d logPjt = Eλj [ςid log πit]. Hence

d logPjt − d logPjt−1 − βEt
[
d logPjt+1 − d logPjt

]
= θp

(
Eλj [ςiρi](d log Mjt − d logPjt)

)
+ βEλj [ςiι

ℓ
i ]
(

Et[−d log Ed
ℓt+1 + d log Ed

ℓt]
)
+ Eλj [ςiι

ℓ
i ]
(

d log Ed
ℓt − d log Ed

ℓt−1

)
Now,

d logPjt − d logPjt−1 − βEt
[
d logPjt+1 − d logPjt

]
=

1
µj

[
(1 + β)d log Ajt − d log Ajt−1 − βEt[d log Ajt+1]

]
+ d log πjt − βEt[d log πjt+1].
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Combining the two and the New Keynesian Phillips’ curve, we find

1
µj

[
(1 + β)d log Ajt − d log Ajt−1 − βEt[d log Ajt+1]

]
= −

θp

(
1 +

(
Eλj [ςiρi]− Eλj [ρi]

))
µj

d log Ajt + θp

(
Eλj [ςiρi]− Eλj [ρi]

)
(d log Mjt − d log Pjt)

+
(

Eλj [ςiι
ℓ
i ]− Eλj [ι

ℓ
i ]
) (

β
(

Et[−d log Ed
ℓt+1 + d log Ed

ℓt]
)
+
(

d log Ed
ℓt − d log Ed

ℓt−1

))
.

Solving for d log Ajt gives the desired result.

B Data appendix

B.1 Dataset construction

We combine two data sources:

1. detailed transaction-level data provided by the customs administration (DGDDI);

2. balance sheet data provided by the fiscal administration (DGFIP) and processed by
the statistics office (INSEE) and provided to researchers in a form called FARE. For
each year t, there are two available versions of FARE, t and t+ 1. We use the former.

Procedure description. French customs measure trade at the transaction level for
each legal units, identified with a unique administrative number called “SIREN.” Some
legal unit that are not registered in France but in neighboring countries such as Switzer-
land or Belgium also enter these data. The customs data are nearly but not entirely
exhaustive, as discussed in Bergounhon et al. (2018). FARE is exhaustive and contains
balance sheet data for all French firms. For most firms, balance sheet information is
reported at the legal unit level. For some very large firms, it is reported at a more
aggregated level called “contour” which captures the economic perimeter of a holding
company and its subsidiaries. The INSEE provides researcher with contour files that
allows researchers to recover the list of legal entities included in a contour and merge
FARE with the customs data.

Cleaning procedure before merging. We do not apply any cleaning step to the
FARE dataset before merging. We will clean some of the variables post-merging, but
the dataset is pre-processed by the INSEE. For customs data, we follow the cleaning
procedures documented on Isabelle Méjean’s webiste.2

Merging procedure. We use the following merging procedure. Before merging, we
compute the wage bill and input costs in the FARE data.

1. Customs data are provided in four different files by the administration, separated
by sign (import or export) and destination type (eurozone or not). For each year,

2See http://www.isabellemejean.com/FrenchCustomsData.html. Specifically, the code files
BasicCleaning.do, ExpDEBCleaning.do, and ImpDEBCleaning.do.
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we combine these files to build a cross-section of trade transactions. We then merge
this cross-section with FARE using the SIREN identifier.

2. We collect SIREN from the trade cross-section that do not have a match in the FARE
data. We then check whether these SIREN belong to a contour profile. When that
is the case, we aggregate all monthly transactions (values and quantities) at the
contour level, keeping heterogeneity in month, year, destination, product, unit of
measurement, and currency level.3

3. Our final dataset consists of firms that were matched in step 1 or 2 in a dataset,
with the understanding that a firm is either a SIREN or a contour.

Because FARE is exhaustive, observations that are not matched in step 1 or step 2 should
correspond to firms located outside of France. We manually checked that this was the
case for the largest missing observations for a few years in our panel. An informal
computation for one specific year suggests that, after manually removing large offenders,
our final dataset contains over 99 percent of French trade.

B.2 Variables definition

Unit values. We define unit values as trade volume in euros divided by quantity.
Trade volume is systematically reported in our dataset. For quantities, we preferably use
the number of units reported by the customs administration; in other cases, we use the
weight in kilograms. More specifically

1. When the number of units variable units is strictly positive, and the measurement
unit typeunit is nonmissing, we define unit values as

unitval =
valstat
units

.

2. In other cases, if the weight variable kgs is strictly positive, and the flag indicmasse

is equal to one, we define unit values as

unitval =
valstat

kgs
.

Our unit value measure is defined at the level of a firm, 8-digit product category, destina-
tion, currency of invoicing, and month. When measuring prices at the quarterly level, we
sum valstat and units/kgs separately and use the results to compute unit values.4 We
check that the measurement unit typeunit is unique for a given product and year. It is
important to keep track of the unit in which prices are measured for comparisons across
firms or time periods. In practice, we find that units values are almost always measured
in the same unit across firms within an 8-digit product category and a destination, with
little to no variation in units across time.

Proxying for prices with unit value is standard in the literature on exchange rate
pass-through but it has drawbacks. First, even at the disaggregated 8-digit level, one

3In the data, these variables are respectively called mois, an, pyod, nc8, typeunit, and devfac. We
also keep heterogeneity in the indicmasse dimension.

4We found that using other methods of aggregation, such as an average of monthly unit values
weighted by valstat, lead to almost identical results.
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observation may aggregate several transactions of different products. Second, it does not
account for possible variations in product quality across transactions and time.

Price changes and price indices. As explained above, we proxy for prices using
unit values which are export value divided by quantity at the firm, eight-digit product,
export destination, and quarter level. Next, we calculate quarterly log differences in
unit values and aggregate them using trade volume weights at the sector (two-digit) and
destination level. Specifically, the change ∆ log Psdt in the price index for sector s and
destination d in quarter t is

∆ log Psdt = ∑
ik∈Nsdt−1

λikt−1∆ log pikt,

where ∆ log pikt is the change in unit values for firm i and product-destination k, λikt−1

is the share of firm i in the total exports of sector s to destination d, and Nsdt−1 is the set
of firm and product pairs in sector s that export to destination d in quarter t − 1.

We apply several filters in constructing sectoral price indices. We drop changes in log
unit values that are above 3 or below −3, which roughly corresponds to prices multiplied
or divided by more than twenty over a quarter. We also impose that there be at least 5
distinct firms exporting to a given destination in a given sector in order to compute the
price index.

Balance sheet variables. The main variables we construct from the balance sheet
data are as follows:

• Wage bill is the sum of wages (redi_r216) and social security payments (redi_r217).

• Material costs is purchases of goods (redi_r210) minus changes in inventories of
goods (redi_r211) plus purchases of commodities (redi_r212) minus changes in
inventories of commodities (redi_r213). Therefore

Input costs = Purchases of goods − ∆Inventories of goods

+ Purchases of commodities − ∆Inventories of commodities.

• Other costs (which includes services, some R&D spending, etc.) is outside pur-
chases and external costs (redi_214).

• Total variable costs is the sum of the wage bill, material costs, and other costs.

• Sales is gross turnover (redi_r310).

• Industry is the four-digit code in the APE nomenclature (ape_diff).

• Sector is the two-digit code in the APE nomenclature.

C Production function estimation

Estimation procedure. As explained in the main text, markups are given by

µit =
θV

it
Ωit

,
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where Ωit is the cost-to-sales ratio, which is observed, and θV
it is the output elasticity with

respect to materials, which is not.
We estimate this output elasticity following the procedure outlined in De Ridder et

al. (2022). We estimate a translog production function at the two-digit sector level. Their
procedure has two steps, to which we add a third step that tries to deal with measurement
error in production function coefficients. The three steps are

1. purge revenues from measurement error,

2. estimate productivity autocorrelation and production function parameters jointly
using a method of moments estimator,

3. shrink estimates to limit the influence of outliers using empirical Bayesian methods.

Purging step. We have an unbalanced panel where each observation is a firm i
and a year t. All firms belong to the same sector j. For simplicity, we omit sector
subscripts unless necessary. All variables are in logs. Let Vit be material input, Kit capital
input, Lit labor input, ωit firm productivity, and Yit output. We estimate the production
function

Yit = ωit + F(Kit, Lit, Vit).

We assume that material inputs can be flexibly adjusted, and that the demand for mate-
rial can be written as Vit = v(ωit, Ξit), where Ξit is a vector of variables other than pro-
ductivity that determine input choices. Under a monotonicity assumption, productivity
can be inferred from input choices. Specifically, assuming that for any Ξ, the function
ω 7→ v(ω, Ξ) is increasing, we have ωit = v−1(Vit, Ξit). Therefore

Yit = v−1(Vit, Ξit) + F(Kit, Lit, Vit)

= Φ(Kit, Lit, Vit, Ξit),

where Φ(K, L, V, Ξ) = v−1(V, Ξ)+ F(K, L, V). We estimate this relationship by regressing
output on a time fixed effect and a third degree polynomial in capital, materials, labor, as
well as sales shares computed at the 4-digit level. We then collect the fitted values from
this procedure, which we denote Φ̂it.

Production function estimation. We assume that productivity follows an
AR(1) process

ωit = ρ × ωit−1 + ξit.

Given production function parameters and autocorrelation estimates, we construct pro-
ductivity as

ω̂it = Φ̂it − F̂(Kit, Lit, Vit),

and the productivity innovation as

ξ̂it = ω̂it − ρ̂ × ω̂it−1.
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Figure A.1: Empirical Bayes shrinkage of production function coefficients
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Note. This figure shows the estimated production function coefficients. In green, the point
estimates before shrinkage. In orange, the empirical Bayes estimates.

Then, given an information set Iit, we have

E [ξit | Iit−1] = 0.

We then use the moments E[ω̂ijt−1ξ̂ijt] = 0, along with moments for each type of in-
put depending on timing as the set of identifying moments for GMM estimation of the
production function parameters.

Empirical Bayes. At the end of the two steps described above, we have vector
of production function coefficients for each sector. We estimate standard errors for each
parameter using a block bootstrap at the firm level. Let θ̂j = (θj1, . . . , θjk) be the produc-

tion function coefficient estimates for sector j and let ŝj =
(

ŝj1, . . . , ŝjk

)
be the associated

standard errors estimates. Given the relatively large standard errors (Figure A.1), we are
concerned with the possibility that measurement error will contaminate our markups
estimates. To adress this issue, we use a simple shrinkage estimator. The main intuition
behind our estimator is that it shrinks noisy estimates toward the cross-sectional mean.
Such methods are well established in statistics and economics, and yield substantial im-
provements in a wide variety of contexts.
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Formally, the setup is as follows. We first assume that for any sector j and parameter k

θ̂jk | θjk, sjk ∼ N (θjk, s2
jk).

This assumption is based on the central limit theorem. In principle, it holds at least
asymptotically. We further assume that the production function coefficient θjk in a given
sector j is drawn according to a normal distribution

θjk | sjk ∼ N (µk, σ2
k ).

Here, the grand mean µk and the variance σ2
k are hyperparameters. While this type of

hierarchical model is commong in the literature, it relies on the strong assumption that
variation in production technologies across sectors is normally distributed. Furthermore,
it does not capture the fact that output elasticities may be correlated across different input
types. However, a theoretical analysis of production technologies across sectors is beyond
the scope of this paper. Under our assumptions, the optimal estimator is

θjk = E
[
θjk | θ̂jk, sjk

]
=

s2
jk

s2
jk + σ2

k
µk +

σ2
k

s2
jk + σ2

k
θjk.

Of course, we do not know the grand mean µk and variance σ2
k . The empirical Bayes

approach simply replaces these values by their sample counterparts, so that

θ̂EB
jk =

ŝ2
jk

ŝ2
jk + σ̂2

k
µ̂k +

σ̂2
k

ŝ2
jk + σ̂2

k
θ̂jk.

We construct confidence intervals for the Bayes estimator θ̂EB
jk following Armstrong et al.

(2022). One implementation issue is that the naive plug-in estimator for σ2
k might not be

positive in finite sample. We address this by using the finite sample estimator proposed
by Armstrong et al. (2022) and implemented in their R package ebci. We refer the reader
to Appendix A of their paper for details.

Results. We show our production function coefficient estimates in Figure A.1.
The initial point estimates are shown in green, and the empirical Bayes estimates in or-
ange. By construction, the empirical Bayes estimates are less dispersed and closer to a
normal. We note that a number of seemingly anomalous estimates (such as negative
coefficients in material inputs and squared matrial inputs) disappear after shrinking es-
timates. Figure A.2 further breaks downs the estimates by sector for the coefficients used
in estimating markups.

Dataset construction. For each 2-digit industry we estimate a translog production
function in material costs, wage bill, and physical capital stock. The variables are con-
structed as described above. Firm revenues are deflated by EU-KELMS price indices for
gross output in the firm’s 2-digit industry, materials are deflated by price indices for
intermediate inputs, and the wage bill and capital are deflated by the GDP deflator.

As noted by Burstein et al. (2020), there are two drawbacks to using deflated firm
revenues to proxy for quantities. First, an aggregate is used rather than firm level prices,
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Figure A.2: Empirical Bayes shrinkage of production function coefficients
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Note. This figure shows the estimated production function coefficients. In green, the point
estimates before shrinkage. In orange, the empirical Bayes estimates. Confidence intervals
are computed following Armstrong et al. (2022).

so the measure is inexact. Second, it does not admit imperfect competition on the de-
mand side. However, Burstein et al. (2020) they take steps to account for these drawbacks
and find that markups estimated while including these controls have high pairwise cor-
relations with what we estimate, and that first differences of the markups measures are
highly correlated as well. The level of markups is also important for the results of the
quantitative model, but we use an alternative calibration for that which admits variation
in the average markup.
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Table A.1: Production function estimates and summary statistics

Elasticity Markups N
Description Avg. (S.d.) Q1 Med. Q3 Avg. Obs.

Mining 0.41 (0.18) 1.64 2.49 3.68 2.82 1,402
Beverages 0.65 (0.16) 1.02 1.23 1.59 1.52 6,057
Textile 0.55 (0.15) 1.22 1.45 1.83 1.50 6,861
Wearing apparel 0.51 (0.12) 1.08 1.38 1.83 1.44 7,688
Leather 0.45 (0.12) 0.99 1.22 1.53 1.12 2,857
Lumber and wood 0.54 (0.12) 1.06 1.25 1.52 1.28 6,499
Paper 2.07 (0.84) 3.67 4.88 6.29 6.25 4,942
Printing 0.44 (0.15) 1.43 1.74 2.12 1.76 7,521
Coke and petroleum 0.55 (0.16) 1.09 1.27 1.58 1.39 11,266
Chemicals 0.53 (0.14) 1.30 1.69 2.32 1.92 2,141
Pharmaceuticals 0.52 (0.11) 1.12 1.31 1.59 1.31 14,439
Rubber and platic 0.47 (0.18) 1.24 1.52 1.98 1.92 6,573
Other non-metal 0.59 (0.19) 1.16 1.40 1.72 1.37 3,365
Basic metals 0.43 (0.18) 1.33 1.60 1.98 1.59 31,513
Fabricated metal products 0.49 (0.16) 1.11 1.34 1.71 1.62 9,993
Computer, optic, and electrical 0.58 (0.25) 1.15 1.40 1.69 1.78 7,570
Electrical equipment 0.51 (0.14) 1.08 1.25 1.49 1.28 19,192
Machinery and equipment 0.68 (0.16) 1.19 1.38 1.62 1.54 5,137
Motor vehicles 0.49 (0.19) 1.05 1.29 1.71 2.01 2,697
Other transport equipment 0.52 (0.15) 1.27 1.54 1.86 1.69 4,947
Other manufacturing 0.44 (0.17) 1.17 1.43 1.83 1.49 10,617
Repair 0.46 (0.17) 1.12 1.36 1.77 1.70 12,295
Retail and wholesale mot.v. 0.73 (0.18) 0.93 1.03 1.15 1.11 30,005
Other wholesale trade 0.67 (0.17) 0.95 1.06 1.22 1.18 199,596
Other retail trade 0.59 (0.14) 0.91 1.05 1.28 1.27 69,394

Note. This table presents the results for the production function estimation procedure described in
the main text from 2011 to 2019 for each two-digit sector. Elasticities are the output elasticities with
respect to materials. The mean, median, standard deviation, and quartiles are computed over the
entire panel. For the average markup, we compute the harmonic sales-weighted average of firm-level
markups for each year and present the time-series average.
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D Details on the model calibration

Distributions of pass-through and markups We use the exact same data
as Baqaee et al. (2023b) for pass-through and markups. Their full description of their
calibration can be found in Appendix A of their paper.

Distributions of sales shares and invoicing Let s ∈ [0, 1] the a firm size centile
in the data, and Λ(s) be the share of sales for firms up to that centile s

Λ(s) =
∫ s

0
λ(s)ds

where λ(s) is the sales share density. We fit a smooth curve to log(Λ(s)) of the form

log(Λ(s)) = x1 ∗
(

log
(

sx2

(1 + h)− sx3

)
+ log(h)

)
where h is the step size of the quantiles, and then numerically differentiate to find λ(s).
The calibrated functions and data can be seen in the Figure A.3.

Figure A.3: Fitted distribution of log(Λ(s))

For invoicing, we observe the exports from France to country d invoiced in currency
ℓ, where d is either the US or the Rest of the World, and ℓ is either the Euro, the Dollar, or
the local destination currency (when non-dollar). For each pair (ℓ, d), we compute from
the data the share of exports in currency ℓ to country d within each centile for firms.
When then fit this data to functions of the form

log(ιdℓ(s)) = x1 + x2s2 + x3sx4

57



The data and fitted distributions are reported in Figure 4 in the main text.

E Endogenous currency choice with switching costs

To provide theoretical justification for our assumption that firms do not change their
currency of invoicing in response to small exchange rate shocks, we consider a dynamic
model of endogenous currency choice close to Gopinath et al. (2010), with three important
differences. First, we allow for an arbitrary number of markets and currencies, in line
with the evidence that firms using foreign currencies also export to many markets and
may exploit within-firm strategic complementarities (Corsetti et al., 2022). Second, we
introduce switching costs to rationalize the observed persistence of invoicing. Third, we
model invoicing as a continuous decision, which helps keep the model tractable and
simplifies the intuition.

Setup. Time is discrete and infinite. We consider a firm choosing an invoicing bun-
dle ℓ within the K-dimensional simplex ∆K

5. In the case of a firm exporting one good
and choosing between producer, local, and dominant currency pricing, the set of accept-
able bundles is the two-dimension simplex, each vertex representing one of the extreme
invoicing paradigms. In each period, the firm can reset its currency bundle with prob-
ability δ ∈ (0, 1). The profits of the firm depend on its invoicing decisions and on an
exogenous and stationary Markov chain (θt)t≥0 which takes values in RN .

The value function of the firm that chooses currency bundle ℓt is

v(ℓt, θt) = π(ℓt, θt) + βδEt [v(ℓt, θt+1)] + β(1 − δ)Et [w(ℓt, θt+1)] .

Here β ∈ (0, 1) is the discount rate and w is the value of the firm when it is allowed to
reset its currency, which is given by

w(ℓ, θ) = max
ℓ′∈∆N

{
v(ℓ′, θ)− S1

{
ℓ′ ̸= ℓ

}}
.

The parameter S > 0 captures a fixed switching cost.

Infrequent switching. Consider a firm at time t+ 1 with currency bundle ℓ chosen
at an initial state θ. Conditional on being able to update its currency bundle, it will do so
if

v(ℓ′, θt+1)− v(ℓ, θ) ≥ S,

where ℓ′ is the optimal choice for state θt+1 in the absence of switching cost. Assuming
that the initial optimal bundle was interior and that the value function is differentiable
around (ℓ, θ), a first order Taylor expansion reveals that the firm will switch currencies if

∇θv(ℓ, θ) · (θt+1 − θ) ≥ S, (18)

5We can accomodate an arbitrary number of invoicing decisions by considering Cartesian products
of the simplex. We do not do so to alleviate notations.
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up to error terms that we neglect. The ex-ante probability of switching is therefore ap-
proximately

∑
s≥0

δ(1 − δ)s × P [∇θv(ℓ, θ) · (θt+s+1 − θ) ≥ S | θt] . (19)

This equation shows that switching cost can rationalize persistence in invoicing choice in
a wide class of endogenous currency choice models. In this model, currency switching is
less frequent when the probability of updating is low, when switching costs are high, or
when the probability of large movements in the underlying state is low.

F Additional empirical results

Table A.2: Exchange rate pass-through to product-level prices

Dependent Variables: ∆1 log p ∆2 log p ∆3 log p ∆4 log p
Model: (1) (2) (3) (4)

Variables
∆1 log Eℓ 0.741

(0.026)
∆2 log Eℓ 0.729

(0.028)
∆3 log Eℓ 0.688

(0.029)
∆4 log Eℓ 0.638

(0.031)

Fixed-effects
Year-Quarter-Destination Yes Yes Yes Yes
CN8-Destination Yes Yes Yes Yes

Fit statistics
Firms 39,142 39,142 39,142 39,142
Observations 3,769,250 3,769,250 3,769,250 3,769,250
R2 0.029 0.042 0.054 0.068
Within R2 0.001 0.001 0.002 0.002

Note. This table reports the results from a linear regression of log change
in unit values on the log change in the exchange rate for the currency of
invoicing. The specification is

∆h log pℓijdt = αdt + αjd + β∆h log Eℓ
dt + uℓ

ijdt,

where i is a firm, j is a product measured at the 8-digit level, d is a destina-
tion country, t is a year-quarter, ℓ is a currency, and ∆hxt = xt+h − xt. The
exchange rate from currency ℓ to the destination currency d is Eℓ

dt. The re-
gression includes destination-time fixed effects αdt and product-destination
fixed effects αjd. Standard errors are clustered by firm.
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Table A.3: Exchange rate pass-through to product-level quantities

Dependent Variables: ∆1 log q ∆2 log q ∆3 log q ∆4 log q
Model: (1) (2) (3) (4)

Variables
∆1 log Eℓ -0.209

(0.069)
∆2 log Eℓ -0.111

(0.047)
∆3 log Eℓ -0.102

(0.047)
∆4 log Eℓ -0.101

(0.045)

Fixed-effects
Year-Quarter-Destination Yes Yes Yes Yes
CN8-Destination Yes Yes Yes Yes

Fit statistics
Firms 39,142 39,142 39,142 39,142
Observations 3,769,250 3,769,250 3,769,250 3,769,250
R2 0.031 0.038 0.044 0.051
Within R2 0.000 0.000 0.000 0.000

Note. This table reports the results from a linear regression of log change
in quantities on the log change in the exchange rate for the currency of in-
voicing. Quantities are measured in the product-destination specific unit of
measurement provided by the customs data. When it is not available, we use
the transaction weight in kilograms. The specification is

∆h log qℓijdt = αdt + αjd + β∆h log Eℓ
td + uℓ

ijdt,

where i is a firm, j is a product measured at the 8-digit level, d is a destina-
tion country, t is a year-quarter, ℓ is a currency, and ∆hxt = xt+h − xt. The
exchange rate from currency ℓ to the destination currency d is Eℓ

dt. The re-
gression includes destination-time fixed effects αdt and product-destination
fixed effects αjd. Standard errors are clustered by firm.
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